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Abstract

The dose of a drug is determined based on the results of clinical trials. A dose-finding study is a
clinical trial in which multiple dose candidates are administered to subjects to find the appropriate
dose based on the clinical outcomes of the subjects. This paper proposes a method that efficiently
allocates subjects to doses to be evaluated using deep reinforcement learning for the dose-finding
studies of anticancer and non-anticancer drugs, and shows that these methods are useful in practice.

Chapter 1 provides an overview of dose-finding studies for anticancer and non-anticancer drugs, and
describes the statistical issue that existing methods do not adequately optimize the performance
metrics.

In Chapter 2, we propose an adaptive allocation method that optimizes a performance metric using
deep reinforcement learning for dose-finding studies of non-anticancer drugs. Through numerical
experiments, we compare the performance of the proposed method with existing methods and show
that the proposed method improves the performance metric to be optimized. In particular, the
result shows that when the mean absolute error is used as the performance metric to be optimized,
the performance of other metrics is also likely to improve, and that the performance is likely to be
maintained even in scenarios that deviate from the environment used for training.

In Chapter 3, we propose a dose escalation method that maximizes the percentage of correct selection
of a target dose using deep reinforcement learning for dose-finding studies of anticancer drugs.
Through numerical experiments, we compare the proposed method with existing methods and
show that the proposed method achieves a higher percentage of correct selection than the existing
methods although the it causes more toxicity. In particular, the proposed method performs better
under scenarios in which the target dose is positioned at higher doses, as assumed in actual clinical
trials.

Chapter 4 summarizes the limitations and challenges in applying the proposed method to actual
clinical trials.

In Chapter 5, we briefly summarize the results of our study and then present the conclusions and
contributions of the methods proposed in Chapters 2 and 3.
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Chapter 1

Introduction

1.1 General Background of Dose-Finding Study

The probability of success from Phase I trials to approval is generally 10–20% (Smietana et al., 2016;
Wong et al., 2019). One reason for this low success probability is inappropriate dose selection.
Selecting a dose that is too safe will lead to a lack of efficacy and failure of late phase clinical
trials. Selecting a dose that is too high will cause unnecessary adverse events. Estimating the
dose-outcome relationship and selecting the appropriate dose is one of the most important steps in
drug development.

A trial in which multiple doses are administered to subjects and the appropriate dose is explored
based on outcomes is called a dose-finding study. In general, dose-finding studies correspond to
Phase II trials for non-anticancer drugs and Phase I trials for anticancer drugs. The outcome of
a Phase II trial for a non-anticancer drug is efficacy, and efficacy is confirmed in the same subject
population as in a Phase III trial. The relationship between dose and efficacy response is estimated
and the target dose to be used in the Phase III trials is determined. The outcome of a Phase I trial
for an anticancer drug is toxicity, and toxicity is confirmed in subjects who have failed to respond
to standard therapy. The relationship between dose and toxicity is estimated, and the maximum
tolerated dose (MTD), which is the upper limit of the dose to be used in the later clinical trials, is
estimated.

Limitations of existing methods used in these dose-finding studies include inadequate accuracy in
estimating the dose-response relationship and the target dose, or the dose-toxicity relationship and
MTD. This study aims to propose a method to improve the accuracy of those estimates.

1.2 Overview of Dose-Finding Studies for Non-Anticancer Drugs

In typical dose-finding studies for non-anticancer drugs, the number of subjects ranges from 50 to
300 and the number of doses ranges from 3 to 6, including the placebo group (no-dose group). For
clarity, subjects are often randomized and equally assigned to each dose group. Many methods have
been proposed to estimate dose-response curves (dose-response relationship), including analysis of
variance (ANOVA), Bayesian modeling average (BMA)-based method (Ohlssen and Racine, 2015;
Gould, 2019), multiple comparison procedure – modeling (MCP-Mod) method (Bretz et al., 2005),
etc. The ANOVA is a classical analysis method to test whether the response increases with increasing
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dose. The BMA methods estimate the joint posterior distribution of the dose-response curve given
multiple models and the prior distributions of their shape parameters.

The MCP-Mod method is divided into a first step, MCP (multiple comparison procedure), and
a second step, Mod (modeling). The following assumptions need to be made before the start of
the trial: multiple candidate models for the dose-response curve (e.g., linear, emax, and sigmoid
emax), shape parameters of these models, prior probabilities for each model, maximum effect in
the dose range used in the trial, the variance of observations, the clinically relevant target effect,
and the significance level. As discussed later, in the proposed method, these assumptions are used
to generate data within reinforcement learning. Before the start of the trial, contrast coefficients
for increasing power are calculated for each model. After the end of the trial, in the MCP part,
T-statistics are calculated from the dose and response data to determine whether the dose-response
relationship exists or not (i.e., whether the dose-response curve is non-flat or not) by multiple testing.
In the subsequent Mod part, each model that passes the test is fitted to the data to estimate the
shape parameters. The final model is then selected based on the AIC (or T-statistic). Based on the
final model, the lowest dose that satisfies a clinically relevant target effect is used as an estimate
of the target dose. The MCP-Mod method has continued to be extended after its proposal by
Bretz et al. (2005) and is commonly used in recent clinical trials, partly due to the EMA guideline
(EMA, 2014), the FDA guideline (FDA, 2015), and the easy-to-use R package DoseFinding. In this
thesis, we mainly deal with clinical trials that use the MCP-Mod method as a method to estimate
dose-response curves. However, the proposed method can be applied in the same way when using
ANOVA or BMA methods.

1.3 Overview of Dose-Finding Studies for Anticancer Drugs

In typical dose-finding studies for new anticancer drugs, the number of subjects ranges from 10 to
40 and the number of doses ranges from 3 to 8. The trial is conducted per cohort, and the number of
subjects in a cohort is often 3. Since this is the first time the new drug is administered to humans,
the cohort is started with the lowest dose to ensure safety, and the dose for the next cohort is
determined based on toxicity results. Because the dose is gradually increased from the lowest dose,
this trial is also called a dose-escalation study. Toxicities that should be considered dose-limiting are
called dose-limiting toxicities (DLTs), and the number of DLTs is defined as the number of subjects
who experienced a DLT. Although we want to increase the dose of anticancer drugs as much as
possible to increase efficacy, we also want to keep the DLT probability to a specified value. The
maximum tolerated dose (MTD) is the maximum dose at which the DLT probability is within an
acceptable range. Estimation of the MTD is the main purpose of the dose-finding study for a new
anticancer drug (Green et al., 2012).

The most commonly used methods to estimate the MTD with dose escalation are rule-based designs
such as the 3+3 design, model-based designs such as the continuous reassessment method (CRM)
method, and model-assisted designs such as the BOIN method (Le Tourneau et al., 2009; Daimon et
al., 2019). The 3+3 design determines an action (“continue the trial and escalate/stay/de-escalate
the dose in the next cohort” or “discontinue the trial”) based on the number of DLTs in the current
cohort and simple rules. While it has the advantage of being easy to understand, it also has the
disadvantages of not making effective use of cumulative data, a tendency to underestimate MTD,
and early termination of the trial due to the accidental occurrence of DLTs in 2 out of 3 subjects.
The CRM method fits an exponential model to all data available up to that time point to estimate
a dose-toxicity curve, and determines an action according to the joint posterior distribution of the
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DLT probabilities at each dose (O’Quigley et al., 1990). While it has the advantage of data being
used effectively, it has the disadvantage of making it difficult to understand the criteria for dose
escalation. The BOIN method uses a model, but the behavior is rule-based and easy to understand
(Liu and Yuan, 2015). The disadvantage is that the accuracy may not be as good as the model-based
method.

1.4 Statistical Issue

The issue to be focused on in this study was defined as follows:

Issue: In dose-finding studies for both non-anticancer and anticancer drugs, the al-
location of subjects to each dose has not been determined based on the performance
metrics to be optimized

Studies of methods in Phase II dose-finding trials for non-anticancer drugs commonly use perfor-
mance metrics such as power, accuracy of the estimated target dose, or mean absolute error over the
estimated dose-response curve (Bornkamp et al., 2007; Dragalin et al., 2010). Equal allocation of
subjects to each dose may not fully optimize these metrics. Optimal allocation methods, which in-
clude adaptive allocation methods such as the D-optimal (Dragalin et al., 2007), TD-optimal (Dette
et al., 2008), and aMCP-Mod (Bornkamp et al., 2011) methods, have been proposed to overcome
the limitations of equal allocation. However, they rely on asymptotics, and thus sometimes cannot
efficiently optimize the performance metric with the sample size in an actual clinical trial.

Studies of methods in Phase I dose-finding trials for anticancer drugs mainly use the percentages of
correct selection (PCS) of MTDs as the performance metric. However, existing methods may not
fully optimize the PCS because they do not determine dose escalation to improve PCS.

1.5 Structure of This Thesis and Main Articles

This thesis consists of five chapters. Chapter 2 and 3 are each the main part of one academic article.
In Chapter 2, we describe a novel adaptive allocation method using deep reinforcement learning
in dose-finding studies for non-anticancer to optimize each performance metrics to be optimized
(Matsuura et al., 2022). In Chapter 3, we describe a novel dose escalation method using deep
reinforcement learning in dose-finding studies for anticancer drugs to optimize the PCS (Matsuura
et al., 2023). Finally, the discussion (Chapter 4) and conclusion (Chapter 5) are presented.
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Chapter 2

Optimal Adaptive Allocation in
Dose-Response Studies for
Non-Anticancer Drugs

2.1 Introduction

Estimation of the dose-response curve for efficacy and selection of the dose for use in confirmatory
phase III trials are one of the most difficult decisions in the drug development process. While too
low a dose can result in lack of efficacy, too high a dose can cause unnecessary adverse events.

Various methods have been examined to accurately estimate the dose-response curve and ensure
correct dose selection. Methods for estimating the dose-response curve include analysis of variance
(ANOVA), multiple comparison procedure – modeling (MCP-Mod) method (Bretz et al., 2005),
and Bayesian modeling average (BMA)-based method (Ohlssen and Racine, 2015; Gould, 2019).
These methods are typically used with equal allocation of subjects for simplicity. Various optimal
allocation methods, which include adaptive allocation methods, have been studied (Aouni et al.,
2020), such as the D-optimal method (Dragalin et al., 2007), TD-optimal method (Dette et al.,
2008), aMCP-Mod method (Bornkamp et al., 2011), and Miller’s method (Miller et al., 2007).
Studies have evaluated some of these methods (Bornkamp et al., 2007; Dragalin et al., 2010). One
common feature in these studies is the evaluation of the operating characteristics in simulation
studies using performance metrics, such as statistical power, accuracy of the estimated target dose,
and mean absolute error over the estimated dose-response curve.

The issue with equal allocation is that the metrics may not be fully optimized due to non-optimal
allocation. Several optimal allocation methods have been proposed in previous studies to overcome
this issue, but they rely on asymptotics, and thus sometimes cannot efficiently optimize the perfor-
mance metric with the sample size in an actual clinical trial. For example, the D-optimal method
minimizes the asymptotic variance of the estimates of the dose-response model parameters (Dra-
galin et al., 2007), and the TD-optimal method minimizes the asymptotic variance of the estimated
target dose (Dette et al., 2008).

The purpose of this study is to construct an adaptive allocation rule that can directly optimize the
performance metric to be optimized. To achieve this, we use deep reinforcement learning (Sutton
and Barto, 2018; Schulman et al., 2017) based on the mean and standard deviation of the response

7



for each dose and the number of subjects allocated to each dose. A simulation study was conducted
to compare the operating characteristics of the equal allocation (commonly used in actual clinical
trials), D-optimal method, TD-optimal method, and proposed method.

In Section 2.2, the performance metrics and the proposed method are described. In Section 2.3,
the simulation settings and results are presented. In Section 2.4, we summarize and discuss our
findings.

2.2 Optimal Adaptive Allocation using Reinforcement Learning

2.2.1 Settings

In most actual dose-response studies, the doses are limited to predetermined discrete values, and
thus, we assume this in this study. The number of doses is denoted by K, and the indices of the
doses are k = 1, . . . , K, indexed from the lowest dose to the highest dose. The amount of dose is
denoted by dk, where k = 1 is the placebo group with d1 = 0. The total number N of subjects to
be allocated in a clinical trial is assumed to be predetermined. Each subject is allocated to a dose
k ∈ {1, . . . , K} and response Y is measured. We assume that the clinical team has a performance
metric to be optimized, as described in Section 2.2.2, and determines a method to detect dose-
response and to estimate the dose-response curve at the end of the trial (e.g., ANOVA, MCP-Mod,
or BMA).

In the proposed method, a clinical trial is conducted according to the following steps.

1. At the beginning of the trial, Nini subjects are allocated equally to k = 1, . . . , K and their
responses are obtained.

2. Based on the information obtained so far, each of Nblock subjects is probabilistically allocated
to one of the K doses according to the adaptive allocation rule π∗. Then, their responses are
obtained. This step is repeated for b = 1, . . . , B where B = (N −Nini)/Nblock.

3. At the end of the trial, the dose-response curve and target dose are estimated, and all perfor-
mance metrics are evaluated.

In Step 2, the rule π∗ selects a dose k so that it can optimize the selected performance metric. The
rule π∗ is determined before the start of the trial. In Section 2.2.3, we explain how the rule π∗ is
obtained using deep reinforcement learning.

2.2.2 Performance Metrics

When selecting the target dose to be used in a phase III trial, safety and efficacy of the drug
are taken into consideration. For the purpose of simulation studies, we simplify the problem and
consider only efficacy for dose selection. In simulation studies, the existence of true dose-response
curves is usually assumed to evaluate the methods (Bornkamp et al., 2007; Dragalin et al., 2010).
The values of the true and estimated dose-response curves at dk are denoted by µ(dk) and µ̂(dk),
respectively. To evaluate the operating characteristics of the methods, the following performance
metrics are used in general (Bornkamp et al., 2007; Dragalin et al., 2010).
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Detecting dose-response

The methods in the previous studies and the proposed method include a decision rule to determine
whether the data provides sufficient evidence of dose-response activity. The probability of identifying
the presence of dose-response is estimated as the percentage of simulated trials in which the decision
rule concluded for dose-response activity. Under a flat dose-response scenario, it gives the type I
error rate, and under a non-flat dose-response scenario, it provides the power to make the correct
identification of dose-response.

Accuracy of model selection

In several dose-response curve estimation methods, model selection is done from candidate dose-
response models such as linear, Emax, and sigmoid Emax models. For the accuracy of the model
selection, we calculate the percentage of simulated trials in which the dose-response curve selected
in model selection is correct (Mercier et al., 2015), and call this metric “MS”. Selecting the correct
model is important for estimating the dose-response curve and target dose with small errors.

Accuracy of a target dose

In this study, the target dose dtarg is defined as the smallest dose that produces an effect difference
from placebo greater than or equal to the clinically relevant target effect δ (minimum effective dose,
MED). Here, dtarg is a continuous value and is obtained by

dtarg = argmin
d∈[d1,dK ]

{µ(d) ≥ µ(d1) + δ}.

It should be noted that dtarg varies with the true dose-response curve. We also consider target effect
intervals Ie

targ(η) = δ(1 ± η) (that is, within ±100η% of the target effect) and their corresponding
target dose intervals Id

targ(η) (Dragalin et al., 2010). The estimated target dose d̂targ is also a
continuous value and is defined using the estimated dose-response curve µ̂(d) by

d̂targ = argmin
d∈[d1,dK ]

{µ̂(d) ≥ µ̂(d1) + δ}.

We define the accuracy of the estimated target dose by calculating the percentage of simulated trials
in which d̂targ is correctly within the interval Id

targ(0.1), and call this metric “TD”. In this study,
we evaluate “TD” without rounding d̂targ to the nearest integer because we consider that a better
“TD” for the continuous dose also leads to a better “TD” for the discrete dose.

Error in a dose-response curve

Accurate estimation of the dose-response curve is relevant not only for estimating target doses, but
also for appropriate labeling after approval. To evaluate the accuracy of the dose-response curve
estimation, we calculate the mean absolute error (MAE) between the estimated and true dose-
response curves. In actual clinical trials, it is important to determine the effect compared with the
placebo group. Therefore, we calculate the MAE after shifting the dose-response curve so that the
effect in the placebo group is zero(Dragalin et al., 2010).

MAE = 1
K − 1

K∑
k=2
|(µ̂(dk)− µ̂(d1))− (µ(dk)− µ(d1))|
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2.2.3 Deep Reinforcement Learning

In this section, we describe how to use reinforcement learning (Sutton and Barto, 2018) to obtain
an allocation rule that optimizes the selected metric. To conduct reinforcement learning, the dis-
tributions for the dose-response curve and observation noise must be given to simulate trials. In
each simulated trial, a dose-response curve and responses are probabilistically generated from the
distributions. The distributions should reflect the prior beliefs of the clinical team. For example, we
can use the candidate models of MCP-Mod with prespecified probabilities when using it to estimate
a dose-response curve. Similarly, we can use the prior distributions of BMA when using BMA.

In reinforcement learning, a task is formulated as a Markov decision process (MDP), and an im-
portant factor is how to specify the state and reward in the MDP. In the application of an MDP,
state s corresponds to a variable that succinctly describes the information available up to that time
point. Now, we consider the situation in which the responses of the b-th block have been obtained
in Step 2 in Section 2.2.1. In the proposed method, we define s by

s =
{

Ȳ2 − Ȳ1, Ȳ3 − Ȳ1, . . . , ȲK − Ȳ1, σ̂1, . . . , σ̂K ,
n1
N

, . . . ,
nK

N

}
,

where Ȳk and σ̂k are the mean and standard deviation of the responses of the subjects allocated
to dose k. The number of subjects allocated to dose k up to that time point is denoted by nk.
Therefore, ∑K

k=1 nk = N is satisfied at the end of the clinical trial. s is a vector of the difference
from placebo, the standard deviation, and the proportion of the number of subjects allocated.

We define action k to be selected from {1, . . . , K}. Unlike when we apply the obtained allocation
rule, action k represents that all Nblock subjects within the b-th block receive the same dose k in
the learning. This is to speed up and stabilize reinforcement learning.

Next, we define the reward. For each metric selected from those in Section 2.2.2, we transformed
the value into approximately within the range [0, 1] at the end of the trial to use the default value of
the learning rate hyperparameter in the software. We write rx as the reward when the performance
metric is x. We define rpower, rMS, rTD, and rMAE as follows:

rpower =
{

1, if dose-response is detected under a non-flat model
0, otherwise

rMS =
{

1, the selected model coincides the true model
0, otherwise

rTD =
{

1, d̂targ is within the interval Id
targ(0.1)

0, otherwise
rMAE = 1− 2×MAE.

We define Qπ(s, k) as the expected cumulative reward from state s by allocating the next block to
dose k and after that following the allocation rule π (see Appendix B for the formal definition). The
aim of reinforcement learning is to learn the optimal allocation rule π∗ such that maxk Qπ(s, k) is
maximized for each s. When the number of possible values of s is finite and small, it is possible to
use the backward induction method (Lewis and Berry, 1994); however, this method is not feasible
in this case. Instead, we express π using a deep neural network (DNN) and obtain π∗ numerically
by reinforcement learning. Several methods have been proposed to learn π∗ (Espeholt et al., 2018;
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Fujimoto et al., 2018). Here, we use the proximal policy optimization (PPO) method, a type of
deep reinforcement learning, owing to its ease of implementation and high performance (Schulman
et al., 2017).

In the PPO method, the probability π(k|s) of taking action (in our case, dose) k under state s is
represented by a DNN. A DNN with an activation function f and consisting of two intermediate
layers with J units can be described as follows:

z
(1)
j = f

(
α

(1)
j +

∑
i

β
(1)
ji si

)
, z

(2)
j = f

α
(2)
j +

J∑
j′=1

β
(2)
jj′ z

(1)
j′

 ,

uk = α
(3)
k +

J∑
j′=1

β
(3)
kj′ z

(2)
j′ , π(k) = softmax(uk) = exp(uk)∑K

k′=1 exp(uk′)
,

where si is an element of s, and α(1), β(1), α(2), β(2), α(3), β(3) are the parameters of the DNN.

We estimate π∗ using reinforcement learning. Specifically, we first initialize the parameters of the
DNN appropriately to initialize π. Then, we simulate a clinical trial according to the current rule
π, and obtain the data of the states and rewards. From these data, the parameters of the DNN are
updated based on the gradient to increase the reward. We iteratively simulate trials and update
them such that π converges to π∗. See Appendix B for the overview of the PPO method.

2.3 Simulation Study

We conducted a simulation study in a slightly modified setting used by Bornkamp et al. (2007) and
Dragalin et al. (2010). We compared the performance of the equal allocation, D-optimal method,
TD-optimal method, and proposed method.

2.3.1 Design of Simulation Study

We assumed a phase II dose-response study using the MCP-Mod method, which has been used
frequently in actual trials in recent years. Note that it is also possible to use reinforcement learning
to directly estimate the dose-response curve without using MCP-Mod. Nonetheless, we unified the
procedure to use MCP-Mod for a fair comparison with existing methods and to purely evaluate the
efficiency of the allocation rules.

In this trial, five doses (0, 2, 4, 6, and 8 mg) were set, and the total sample size was set to 150
subjects. The clinically relevant target effect was δ = 1.3. In MCP-Mod, candidate dose-response
models (curves) with the values of their shape parameters must be prepared before the start of the
trial. The candidates in this trial were Scenarios 1, 4, and 7 in Table 2.1 with equal probabilities (i.e.,
1/3 for each), and the maximum effect in the dose range [0, 8] was assumed to be 1.65. The response
was assumed to be the sum of the dose-response curve and the observation noise following a normal
distribution with mean 0 and variance 4.5 (Bornkamp et al., 2007). In MCP-Mod, multiple testing
with a significance level is performed on the candidates at the end of the trial. The models that pass
the testing are fitted to the data, and the shape parameters are estimated. Then, model selection
is performed using a predetermined criterion. Here, the significance level was set to 0.025, and
model selection was performed using Akaike information criterion (AIC). Finally, the performance
metrics in Section 2.2.2 were evaluated using the selected model. Although performance metrics
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(except power) are not defined under MCP-Mod in case no model passes the testing, we formally
performed model selection using all candidate models and calculated the performance metrics for
the evaluation purpose.

For each of the 16 scenarios in Table 2.1, 10,000 simulated trials were used to estimate the mean
of the performance metrics. Scenarios 2, 3, 5, 6, 8, and 9 represent the scenarios where the effect
was smaller or larger than the candidates, and Scenarios 10 to 15 represent the scenarios where the
model was not included in the candidates. These scenarios were set up to verify the robustness of
the allocation rule obtained by the proposed method. Scenario 16 was used to evaluate the type I
error rate. These scenarios are illustrated in Figure 2.1.

Table 2.1: Dose-response scenarios.

Scenario no. Model Max effect Formula dtarg Id
targ(0.1)

1 linear 1.65 µ(d) = (1.65/8)d 6.30 (5.67, 6.93)
2 linear 1.65×0.8 µ(d) = (1.32/8)d 7.88 (7.09, 8.00)
3 linear 1.65×1.2 µ(d) = (1.98/8)d 5.25 (4.73, 5.78)
4 Emax 1.65 µ(d) = 1.81d/(0.79 + d) 2.00 (1.44, 2.95)
5 Emax 1.65×0.8 µ(d) = 1.45d/(0.79 + d) 6.83 (3.30, 8.00)
6 Emax 1.65×1.2 µ(d) = 2.18d/(0.79 + d) 1.17 (0.92, 1.52)
7 sigEmax 1.65 µ(d) = 1.70d5/(45 + d5) 5.06 (4.68, 5.58)
8 sigEmax 1.65×0.8 µ(d) = 1.36d5/(45 + d5) 7.37 (5.75, 8.00)
9 sigEmax 1.65×1.2 µ(d) = 2.04d5/(45 + d5) 4.47 (4.24, 4.74)
10 quadratic 1.65 µ(d) = (1.65/3)d − (1.65/36)d2 3.24 (2.76, 3.81)
11 quadratic 1.65×0.8 µ(d) = (1.32/3)d − (1.32/36)d2 5.26 (3.98, 8.00)
12 quadratic 1.65×1.2 µ(d) = (1.98/3)d − (1.98/36)d2 2.48 (2.16, 2.84)
13 exponential 1.65 µ(d) = 0.00055(exp(d) − 1) 7.76 (7.66, 7.86)
14 exponential 1.65×0.8 µ(d) = 0.00044(exp(d) − 1) 7.98 (7.88, 8.00)
15 exponential 1.65×1.2 µ(d) = 0.00066(exp(d) − 1) 7.58 (7.47, 7.67)
16 flat 0 µ(d) = 0 - -

Note: If the upper of Id
targ(0.1) did not exist or was greater than 8 (maximum dose), the upper was set to 8.

2.3.2 Allocation Rule

We used the following eight allocation rules: Equal, D-optimal 1, D-optimal 2, TD-optimal 1,
TD-optimal 2, RL-power, RL-MS, RL-TD, and RL-MAE. We used the sans-serif font for rule names
to distinguish the objective used in RL, which represents reinforcement learning, from the evaluated
performance metrics. The details of the eight allocation rules are described below.

Equal

At the beginning of the trial, 150 subjects were equally allocated to five doses (n1 = n2 = n3 =
n4 = n5 = 30). This rule is easy to understand and is most frequently used in actual clinical trials.
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Figure 2.1: Dose-response scenarios.

D-optimal 1

At the beginning of the trial, the allocation ratios were calculated based on the D-optimal method
(Dragalin et al., 2007) to minimize

−
∑
m

pm

km
log (det Mm) , (2.1)

where m is the index of each candidate model, pm is the prior probability of model m (here, 1/3
for each m), km is the number of parameters of model m, and Mm is the Fisher information matrix
under model m. The calculated allocation ratios for each group were 0.30, 0.20, 0.12, 0.09, and 0.29,
respectively. The calculated ratios were rounded to integer values using the method by Pukelsheim
and Rieder (1992), and n1 = 44, n2 = 30, n3 = 18, n4 = 14, n5 = 44 were allocated.

D-optimal 2

The subjects were adaptively allocated based on the D-optimal method (Dragalin et al., 2007).
More specifically, at the beginning of the trial, 50 subjects were equally allocated to the five doses.
Then, after obtaining their responses, we determined the allocation ratios that minimized Eq. (2.1),
given the number of allocated subjects and the number of subjects in the next block (that is, by
using the options “nold” and “n” in DoseFinding::optDesign function of R). Here, 10 subjects were
allocated in the next block. The model probabilities pm (m = 1, 2, 3) were set to 1/3 before the
trial, and were updated according to Section 5 in Miller et al. (2007) for each block. The shape
parameters were not updated and were fixed to those of the candidates (i.e., Scenarios 1, 4, and 7).
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The calculated ratios were rounded to integer values using the method by Pukelsheim and Rieder
(1992). Then, the responses of the 10 allocated subjects were obtained, and the allocation ratios
were calculated again to allocate the next 10 subjects. This was repeated until the total number of
subjects reached 150.

TD-optimal 1

At the beginning of the trial, the allocation ratios were calculated based on the TD-optimal method
(Dette et al., 2008) to minimize ∑

m

pm log (vm) , (2.2)

where m is the index of each candidate model, pm is the probability of model m (here, 1/3 for each
m), and vm is proportional to the asymptotic variance of the estimated target dose under model
m. The calculated allocation ratios were 0.31, 0.26, 0.12, 0.18, and 0.14, respectively. According to
these ratios, n1 = 46, n2 = 39, n3 = 17, n4 = 27, and n5 = 21 were allocated.

TD-optimal 2

The subjects were adaptively allocated based on the TD-optimal method. The procedure was the
same as that used in D-optimal 2, except that the objective function was Eq. (2.2) instead of Eq.
(2.1).

RL-power, RL-MS, RL-TD, and RL-MAE

Because the procedures for constructing these rules are similar, RL-MAE is explained as an example.

We simulated clinical trials in reinforcement learning using the settings in Sections 2.2 and 2.3.1,
and learned the allocation rule. In each simulated trial, the dose-response curve was determined
uniformly at random from the scenarios considered in MCP-Mod (i.e., Scenarios 1, 4, and 7), and
the observation noise was generated from a normal distribution with mean 0 and variance 4.5. We
used Nini = 50 and Nblock = 10. In addition, we used ReLU (f(x) = max(0, x)) as the activation
function and a DNN consisting of two intermediate layers with 256 units. The settings of the DNN
were the default values of the software (Liang et al., 2018). After each simulated trial, the MAE
was evaluated. After each 1,000 simulated trials, allocation rule π was updated using the accumu-
lated data of the states and MAEs. With 1,000,000 simulated trials in reinforcement learning, the
allocation rule π∗(k|s) was obtained. See Appendix B for details on the hyperparameters of the
PPO method.

At the beginning of the trial, 50 subjects were allocated equally to the five doses. Thereafter, each
time the responses were obtained, each of the 10 subjects was probabilistically allocated to one
of the five doses according to the discrete distribution π∗(k|s). This was repeated until the total
number of subjects reached 150.

RL-power, RL-MS, and RL-TD, were the same as RL-MAE, except that the metrics to be optimized
were power, MS, and TD in Section 2.2.2.

In general, it is known that using p-values without considering adaptive allocation may inflate
the type I error rate, and a simulation-based method to control the type I error rate has been
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discussed previously (Bretz et al., 2008; FDA, 2017). Here, we first calculated the p-values for the
flat scenario, and then adjusted the significance level threshold based on the distribution of the p-
values. Then, using the adjusted significance level, we simulated the other scenarios and evaluated
the performance metrics.
For deep reinforcement learning, we used the RLlib library in Python (Liang et al., 2018) and
for the MCP-Mod, D-optimal, and TD-optimal methods, we used the DoseFinding package in R
(Bornkamp et al., 2009). The code with hyperparameters is available in our GitHub repository
(Matsuura, 2022), which can be modified according to the requirement.

2.3.3 Results

In this section, the means of the performance metrics obtained from 10,000 simulations for each
allocation rule are presented.
The results for the type I error rate are shown in Figure 2.2. Figure 2.2 (a) shows the type I error
rate of each rule when the significance level was 0.025. Note that this significance level was based
on MCP-Mod, and the type I error rate was not theoretically guaranteed for adaptive allocation
rules. Figure 2.2 (b) shows the type I error rates of the proposed methods using various significance
levels. From these results, we adjusted the significance level to 0.0235 for RL-power, 0.024 for RL-MS,
0.021 for RL-TD, and 0.0165 for RL-MAE to control the type I error rate. We continued to use a
significance level of 0.025 for the other rules, assuming that fluctuations around the 2.5% level were
consistent with the Monte Carlo error and the type I error rates were under control. Using these
adjusted significance levels, we evaluated the performance metrics for the other scenarios.
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Figure 2.2: The results for the type I error rate before adjustment.

The results of the performance metrics (that is, power, MS, TD, and MAE) were similar for the
four models (linear, Emax, sigEmax, and quadratic), whereas the results were different for the
exponential model. Here, the average results over the all models are shown. For the results of each
model, see Figures A.1–A.4 in Appendix A.
The results for power are shown in Figure 2.3. RL-power certainly improved power. In contrast,
RL-MS and RL-MAE worsened the power. The lower average power of RL-MAE may be due to the
much lower power when the exponential model was true (see Appendix A). Notably, RL-power had
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high power even when the true maximum effect was smaller and larger than the candidates, even
though RL-power was trained assuming a maximum effect of 1.65.

The results for MS, TD, and MAE (Figure 2.4–2.6) were calculated from simulations where multiple
testing was significant. We confirmed that the results were almost the same, even if we included
the simulations in which the testing was not significant. The results for the MS are shown in Figure
2.4. RL-MS certainly improved the MS. In contrast, RL-power worsened the MS. RL-MS was also
effective in scenarios different from the candidates. The results for the TD are shown in Figure 2.5.
Better results were obtained when the maximum effect was smaller than that of the candidates.
This may be because of the wider range of Id

targ(0.1). RL-TD and RL-MAE improved the TD. Note
that these rules were better than TD-optimal 1 and 2. In contrast, RL-power worsened the TD. The
results for the MAE are shown in Figure 2.6. RL-MAE improved the MAE. In contrast, RL-MS
worsened the MAE. RL-MAE was also effective in scenarios that were different from the candidates.
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Figure 2.3: The results for power. The vertical dotted line represents the value of the equal alloca-
tion.
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Figure 2.4: Probability of selecting the true model.
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Figure 2.5: Probability that the estimated target dose is within the interval Id
targ(0.1).

In summary, these results showed that the proposed method improves not only the performance
metric used for optimization, but also many other metrics. In particular, RL-MAE was superior in
most metrics for correctly estimating the dose-response relationship for phase III trials.

The average number of subjects allocated to each dose is shown in Figure 2.7. This figure shows that
the proposed methods tended to allocate more subjects to 0 mg than Equal. In addition, RL-MS and
RL-MAE tended to allocate more subjects to 2 mg. Since the allocation that optimizes power for
the contrast test (assuming the same variance across the dose groups) should be the allocation that
places half of the subjects on placebo and the other half on the dose providing the maximum effect,
it is natural that RL-power tended to allocate more subjects to 0 and 8 mg. Since 0, 2, and 8 mg are
likely to be important in distinguishing the flat and Emax models from the rest, it is natural that
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Figure 2.6: The results for MAE. Smaller MAE implies better accuracy.

more subjects will be allocated to these doses. For the results of each model, see Figures A.5–A.7
in Appendix A.
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Figure 2.7: The results for the average number of subjects allocated.

Note that the good performance of RL-MAE was not only due to the non-uniform allocation, but also
from the adaptivity of the allocation. In fact, we confirmed that the performance does not improve
if we use a fixed design with the number of subjects equal to the average of those of RL-MAE in
Figure 2.7. See Appendix A for details.
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2.4 Summary

We showed that deep reinforcement learning with an appropriately defined state and reward can be
used to construct adaptive allocation rules that can directly optimize the performance metrics to
be optimized. In general, reinforcement learning becomes difficult when the reward (i.e., the perfor-
mance metric evaluated at the end of each trial) is delayed, and the observation is noisy. Phase II
trials have these difficulties, and it is not obvious whether reinforcement learning works successfully
to address the same. Nonetheless, we have shown that it can work well if we appropriately design
and choose the Markov decision process as well as the learning algorithm and hyperparameters.
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Chapter 3

Optimal Dose Escalation Methods in
Dose-Finding Studies for Anticancer
drugs

3.1 Introduction

One of the most important objectives in phase I trials of a novel anticancer drug is to identify the
maximum tolerated dose (MTD) (Green et al., 2012). The MTD is typically defined as the dose
at which the probability of occurrence of a dose-limiting toxicity (DLT) is closest to the target
DLT probability, which is a predetermined acceptable probability of occurrence. Because phase
I oncology trials usually include subjects with advanced cancer who did not respond to standard
therapies, the number of subjects included in the trial is low. Therefore, it is necessary to identify
the MTD in a limited number (approximately a few dozen) of subjects.

Many designs have been proposed to determine the MTD. These designs can be classified into rule-
based, model-based, and model-assisted designs (Le Tourneau et al., 2009; Daimon et al., 2019). In
rule-based design, rules for dose escalation are determined before the trial, and the standard 3+3
design is often used. In model-based design, the relationship between dose and DLT probability
is represented by a statistical model, and the continual reassessment method (CRM) proposed
by O’Quigley et al. (1990) is often used. In model-assisted design, rules for dose escalation are
determined using a statistical model before the trial, and the BOIN method proposed by Liu and
Yuan (2015) and the Keyboard method proposed by Yan et al. (2017) are often used. Several
studies have evaluated the operating characteristics of these methods (Zhou et al., 2018b, 2018a;
Horton et al., 2017). Zhou et al. concluded that the CRM and BOIN methods have similar operating
characteristics, and that the percentages of correct selection (PCS) of the MTDs are also similar.

However, the problem is the low PCS from each of the methods listed above in scenarios that would
be expected in actual trials. For example, the average PCS for the eight representative scenarios
listed in Appendix C of Zhou et al. (2018b) was less than 50%. Determining an overly toxic dose
as the MTD will cause ethically unacceptable DLTs in late phase trials. Determining a dose that is
too safe as the MTD will lead to a lack of efficacy and failure of late phase trials. It is important to
develop a method to improve the PCS as much as possible in order to succeed in late phase trials.

The objective of this study is to construct an action selection rule with a higher PCS than the
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above methods. The action options are as follows: escalate the dose, de-escalate the dose, stay
at the same dose, or stop the trial and determine the MTD. We achieve this purpose by deep
reinforcement learning (Sutton and Barto, 2018; Schulman et al., 2017) based on the number of
subjects and DLTs at each dose. A simulation study was conducted to evaluate the operating
characteristics of the proposed method and to compare the PCS with those of the 3+3 design,
CRM, BLRM (Neuenschwander et al., 2008), BOIN, mTPI (Ji et al., 2010), and i3+3 (Liu et al.,
2020) methods.

In Section 3.2, the proposed method is described. In Section 3.3, the simulation settings and results
are presented. In Section 3.4, we summarize and discuss our findings.

3.2 Method

3.2.1 Settings

We assume that the doses are limited to a predetermined number of J discrete values and denote
each dose level by j. The target DLT probability is denoted by ϕ. The DLT probability is assumed
to increase monotonically with the dose level, and the DLT probability at dose level j is denoted
by pj . In this study, we call the combination of (p1, . . . , pJ) a scenario. The maximum sample size
N is assumed to be predetermined. A trial consists of several cohorts, and one dose is selected for
each cohort. A cohort contains one to five subjects, and a cohort of three subjects is often used in
actual trials.

In the proposed method, clinical trials are conducted according to the following steps:

1. Assign subjects in the first cohort to the lowest dose and evaluate their DLTs.
2. Based on the action selection rule π∗ and the information obtained so far, select the dose

for the next cohort and continue the trial, or determine the MTD (including no MTD) and
stop the trial. Evaluate DLTs if the trial continues. This step is repeated until the maximum
sample size is reached or the action option of stopping the trial is selected.

In Step 2, the rule π∗ selects an action so that it can optimize the PCS at the end of the trial.
Note that the rule π∗ is determined before the start of the trial. In Section 3.2.2, we explain how
to obtain the rule π∗ using deep reinforcement learning.

The obtained dose-escalation rule π∗ sometimes becomes too aggressive because it is designed to
purely optimize the PCS. For such cases, ad-hoc rules can be added for overdose control. An
example will be presented later in the simulation study.

3.2.2 Deep Reinforcement Learning

In this section, we describe how to use reinforcement learning (Sutton and Barto, 2018) to obtain
an action selection rule that optimizes the PCS. In our method, the acceptable range of target DLT
probabilities is defined as [ϕ − ε, ϕ + ε]. The unacceptable range of target DLT probabilities is
defined as [0, ϕ− δ] and [ϕ + δ, 1]. Here, δ > ε are predetermined parameters.

To conduct reinforcement learning, the distribution of the scenarios must be determined to simulate
trials. In each simulated trial, a scenario is probabilistically generated from the distribution, and
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the DLTs are generated according to the scenario. In general, it is important to generate scenarios
in which the MTD is clearly defined in order to stably learn π∗. Thus, we propose to generate
scenarios by the following procedure based on J , ϕ, ε, and δ. We use a logistic model for all
scenarios: logit(pj) = a + b× j for dose levels j = 1, . . . , J .

• J + 1 scenarios with index i = 0, . . . , J for middle pi: a and b are determined such that pi = ϕ
and pi+1 = ϕ + δ. i = 0 is the case where there is no MTD.

• J +1 scenarios with index i = 0, . . . , J for lower pi: a and b are determined such that pi = ϕ−ε
and pi+1 = ϕ + δ.

• J scenarios with index i = 1, . . . , J for higher pi: a and b are determined such that pi−1 = ϕ−δ
and pi = ϕ + ε.

In each of these 3J + 2 scenarios, dose i is clearly the MTD. For each dose level, pj close to 0.0 or
1.0 may be a little unrealistic, and so we clip the value to 0.05 when pj < 0.05, and to 0.8 when
pj > 0.8.

In reinforcement learning, a task is formulated as a Markov decision process (MDP), and the
important factor is how to specify the state, action, and reward in the MDP. In the application of
an MDP, state s corresponds to a variable that succinctly describes the information available up to
that time point. Now, consider the situation where the dose level used in the previous cohort is j′,
the cumulative number of subjects assigned to each dose is nj (j = 1, . . . , J), and the cumulative
number of DLTs at each dose is xj . In the proposed method, we define s by

s =
{

j′

J
,
n1
N

,
n2
N

, . . . ,
nJ

N
,
x1
N

, . . . ,
xJ

N
,

∑J
j=1 nj

N
,

∑J
j=1 xj

N

}
.

s is a vector of the previous dose level, the proportion of the number of subjects assigned, and the
proportion of the number of DLTs.

We define action a to be selected from the following options:

a ∈ {dde-escalate, dstay, descalate, stop1, stop2, . . . , stopJ} ,

where dde-escalate, dstay, and descalate are the actions of selecting the dose for the next cohort and
continuing the trial, representing de-escalating the dose to level j′ − 1, staying at the current dose
level j′, and escalating the dose to level j′ + 1, respectively. If dde-escalate is selected when j′ = 1
(i.e., the lowest dose), we determine no MTD and stop the trial. If descalate is selected when j′ = J
(i.e., the highest dose), we decide to use the highest dose for the next cohort. The stop1, . . . , stopJ

are the actions to determine the MTD and stop the trial, where stopj determines the dose level j
as the MTD.

We define reward r obtained at the end of the trial as r = I(MTD), where I(MTD) is an indicator
function, which is equal to 1 if the determined dose is consistent with the MTD, and 0 otherwise.
If the total number of subjects reached N but an action to continue the trial is selected, the trial is
stopped immediately, and the reward is defined as 0.

We define Qπ(s, a) as the expected reward from state s by selecting action a and after that following
the action selection rule π (see Appendix B for the formal definition). The aim of reinforcement
learning is to learn the optimal rule π∗ such that maxa Qπ(s, a) is maximized for each s. When the
number of possible values of s is finite and small, it is possible to use the backward induction method
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(Lewis and Berry, 1994). However, this method is not feasible in this case. Instead, we express π
using a deep neural network (DNN) and obtain π∗ numerically by reinforcement learning. Several
methods have been proposed to learn π∗ (Espeholt et al., 2018; Fujimoto et al., 2018). Here, we
use the proximal policy optimization (PPO) method, a type of deep reinforcement learning, owing
to its ease of implementation and high performance (Schulman et al., 2015).
In the PPO method, the probability π(a|s) of selecting action a under state s is represented by a
DNN. A DNN with an activation function f and consisting of two intermediate layers with L units
can be described as

z
(1)
l = f

(
ξ

(1)
l +

∑
i

η
(1)
li si

)
, z

(2)
l = f

(
ξ

(2)
l +

L∑
l′=1

η
(2)
ll′ z

(1)
l′

)
,

ua = ξ(3)
a +

L∑
l′=1

η
(3)
al′ z

(2)
l′ , π(a) = softmax(ua) = exp(ua)∑

a′ exp(ua′) ,

where si is an element of s, and ξ(1), η(1), ξ(2), η(2), ξ(3), η(3) are the parameters of the DNN.
We estimate π∗ using reinforcement learning. To be more specific, we first initialize the parameters
of the DNN appropriately to initialize π. Then, we simulate a clinical trial according to the current
rule π, and obtain the data of the states, actions, and rewards. From these data, the parameters
of the DNN are updated based on the gradient to increase the reward. We iteratively simulate
trials and update them so that π converges to π∗ (Schulman et al., 2015). When we learn π∗

in reinforcement learning, action a is probabilistically selected according to a discrete probability
distribution π(a|s), while when we apply the learned rule to a clinical trial, action a is determined
by a∗ = argmax

a
π∗(a|s) in our method.

3.3 Simulation Study

We conducted a simulation study to compare the performance of the 3+3 design, CRM, BLRM,
BOIN, mTPI, i3+3, and the proposed methods—Reinforcement Learning based Escalation (RLE),
and RLE with ad-hoc rules (modified RLE; mRLE).

3.3.1 Simulation Settings

The simulation study was conducted under the same settings as in Appendix C in Zhou et al.
(2018b). Thus, the number of dose levels was J = 6, the maximum sample size was N = 36,
and the cohort size was three. The target DLT probability was ϕ = 0.25, and the 10 scenarios
shown in Table 3.1 were used to evaluate the operating characteristics of the methods. The MTDs
for each scenario are shown in bold. The first eight scenarios were selected by Zhou et al. as the
representative scenarios from 1,000 randomly generated scenarios using the method of Clertant and
O’Quigley (2017) with ϕ = 0.25. We added the last two scenarios, which were not similar to the
hypothetical scenarios used in reinforcement learning. In Scenario 7, all dose levels were overly
toxic, so there was no MTD. For each of the 10 scenarios, 10,000 simulated trials were conducted
to estimate the mean of the performance metrics described in Section 3.3.2.
For the CRM, BLRM, BOIN, and mTPI methods, we used the same settings as those used by Zhou
et al. (2018b). Specifically, in CRM, we used the one-parameter power model given by

pj = α
exp(α)
j for j = 1, . . . , J,
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Table 3.1: The 10 scenarios to evaluate the operating characteristics.

Dose level
Scenario no. 1 2 3 4 5 6

1 0.26 0.34 0.47 0.64 0.66 0.77
2 0.18 0.25 0.32 0.36 0.60 0.69
3 0.09 0.16 0.23 0.34 0.51 0.74
4 0.07 0.12 0.17 0.27 0.34 0.55
5 0.03 0.13 0.17 0.19 0.26 0.31
6 0.04 0.05 0.09 0.14 0.15 0.24
7 0.34 0.42 0.46 0.49 0.58 0.62
8 0.13 0.41 0.45 0.58 0.75 0.76
9 0.05 0.08 0.11 0.15 0.60 0.72
10 0.15 0.17 0.19 0.21 0.23 0.25

where α is a parameter, and 0 < α1 < . . . < αJ < 1 are the prior guess for the DLT probability at
each dose, which is often called the “skeleton” of CRM. Here, the skeleton was set to (α1, . . . , αJ) =
(0.062, 0.140, 0.25, 0.376, 0.502, 0.615). For the BLRM method, the dosages of six doses were set
to (12.5, 25, 50, 100, 150, 200) mg, and the reference dose was d∗ = 200 mg. We used the vague
bivariate normal distribution for the prior of (log α, log β) such that(

log α
log β

)
∼ N

((
−0.837
0.381

)
,

(
2.0152 0

0 1.0272

))
.

The proper dosing interval was set to (0.2, 0.3). For the BOIN method, we followed the guidance of
Liu and Yuan (2015) and used ϕ1 = 0.6ϕ and ϕ2 = 1.4ϕ, where ϕ1 is the highest DLT probability that
is deemed to be underdosing such that dose escalation is needed; ϕ2 is the lowest DLT probability
that is deemed to be overdosing such that dose de-escalation is needed. For the mTPI and i3+3
methods, the proper dosing interval was set to (0.2, 0.3). In the above methods, the trial was
stopped, and no MTD was determined if Pr(p1 > ϕ |data) > 0.95.

In the proposed method, ε = 0.04 and δ = 0.1 were set. We simulated clinical trials in reinforcement
learning using the settings in Sections 3.2.2 and learned the action selection rule. In each simulated
trial, a scenario was generated uniformly at random from the 20 scenarios in Table 3.2, and the
DLTs were generated according to the scenario. After each simulated trial, the correctness of the
dose determined as the MTD was evaluated, and the action selection rule π was updated.

We used ReLU (f(x) = max(0, x))) as the activation function and a DNN consisting of two inter-
mediate layers with 256 units (Figure 3.1). The settings of the DNN were the default values of
the software (Liang et al., 2018). With approximately 3,000,000 simulated trials in reinforcement
learning, the allocation rule π∗(a|s) was obtained. RLE used this rule π∗(a|s). In addition to the
rule π∗(a|s), mRLE added the ad-hoc rules that prohibited escalate if xj′/nj′ > ϕ, stay and escalate
if xj′/nj′ > 2ϕ, and de-escalate if xj′/nj′ < ϕ. For RLE and mRLE, we ran 10,000 simulations for
each of the 10 scenarios to evaluate the operating characteristics, as shown in Table 3.1.

For deep reinforcement learning, we used the RLlib library in Python (Liang et al., 2018); and for
the 3+3 design, CRM, BOIN, and mTPI methods, we used the Escalation package in R by Kristian
Brock; and for the BLRM method, we used the rstan package in R (Carpenter et al., 2017). The
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Table 3.2: The 20 scenarios used in reinforcement learning.

Dose level
Scenario no. 1 2 3 4 5 6

1 0.25 0.35 0.465 0.584 0.694 0.786
2 0.171 0.25 0.35 0.465 0.584 0.694
3 0.113 0.171 0.25 0.35 0.465 0.584
4 0.073 0.113 0.171 0.25 0.35 0.465
5 0.05 0.073 0.113 0.171 0.25 0.35
6 0.05 0.05 0.073 0.113 0.171 0.25
7 0.35 0.465 0.584 0.694 0.786 0.8
8 0.21 0.35 0.522 0.688 0.8 0.8
9 0.116 0.21 0.35 0.522 0.688 0.8
10 0.061 0.116 0.21 0.35 0.522 0.688
11 0.05 0.061 0.116 0.21 0.35 0.522
12 0.05 0.05 0.061 0.116 0.21 0.35
13 0.05 0.05 0.05 0.061 0.116 0.21
14 0.35 0.522 0.688 0.8 0.8 0.8
15 0.29 0.486 0.686 0.8 0.8 0.8
16 0.15 0.29 0.486 0.686 0.8 0.8
17 0.071 0.15 0.29 0.486 0.686 0.8
18 0.05 0.071 0.15 0.29 0.486 0.686
19 0.05 0.05 0.071 0.15 0.29 0.486
20 0.05 0.05 0.05 0.071 0.15 0.29

� � �

�

Figure 3.1: Architecture plot of the deep neural network (DNN). For V in the last layer, see
Appendix B.
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code with hyperparameters is available in our GitHub repository (Matsuura, 2023), which can be
modified according to the requirements.

3.3.2 Performance Metrics

The following 10 performance metrics from (a)–(j) were evaluated.

(a) Percentage of correct selection (PCS) of the MTD: This is defined as the percentage of simu-
lated trials in which the correct dose was determined as the MTD. In Scenario 7, we evaluated
the percentage of no MTD determination because there was no MTD.

(b) Percentage of overdose selection: This is defined as the percentage of simulated trials in which
a higher dose than the MTD was selected. Determining an overdose as the MTD carries the
risk of causing ethically unacceptable DLTs in late phase trials. Therefore, it is desirable for
this percentage to be smaller.

(c) Percentage of underdose selection: This is defined as the percentage of simulated trials in
which a lower dose than the MTD was selected. Determining an underdose as the MTD
carries the risk of leading to a lack of efficacy and failure of late phase trials. Therefore, it is
desirable for this percentage to be smaller.

(d) Number of subjects treated: This is defined as the average number of subjects who were
enrolled in a trial.

(e) Number of DLTs: This is defined as the average number of DLTs in a trial. From an ethical
viewpoint, it is desirable to have a smaller number of DLTs during a trial.

(f) Number of subjects treated at the MTD: This is defined as the average number of subjects
who were assigned to the MTD in a trial. It is desirable to have a higher number of these
subjects to increase the number of subjects who receive appropriate treatment.

(g) Number of subjects treated at an overdose: This is defined as the average number of subjects
who were assigned to an overdose in a trial. From an ethical viewpoint, it is desirable to have
a smaller number of these subjects.

(h) Number of subjects treated at an underdose: This is defined as the average number of subjects
who were assigned to an underdose in a trial. It is desirable to have a smaller number of these
subjects.

(i) Percentage of incoherent escalation: This is defined as the percentage of clinical trials in
which escalation was selected if xj′/nj′ > ϕ at least once during a trial. It is desirable for this
percentage to be smaller because in practice trial physicians or safe monitoring committees
usually do not allow such a decision.

(j) Percentage of incoherent de-escalation: This is defined as the percentage of clinical trials in
which de-escalation was selected if xj′/nj′ < ϕ at least once during a trial. It is desirable for
this percentage to be smaller.
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3.3.3 Results

This section shows the means of each performance metric in Section 3.3.2, based on 10,000 simula-
tions for each scenario. Here, “average” represents the average over the 10 representative scenarios.
The averages were calculated after excluding scenarios where the percentage must be zero. For
the 3+3 design, CRM, BLRM, BOIN, and mTPI methods, the results roughly reproduced those of
Appendix C in Zhou et al. (2018b).

The results for performance metrics (a)–(c) are shown in Figure 3.2. The proposed method, RLE,
outperformed other methods in many scenarios (i.e., Scenarios 3, 4, 5, 6, and 10), and improved
the PCS. In Scenarios 1 and 2, the PCS of RLE slightly worsened. Although Scenarios 8, 9, and 10
were not similar to the hypothetical scenarios used in reinforcement learning, the PCS of RLE was
comparable in Scenario 8 and 9, and better in Scenario 10. For each scenario, RLE stably performed
better in the scenario where the MTD was on the high-dose level. This is probably because it is
easier to collect enough information from the results of subjects who were assigned to the low dose
levels, and thus the learning results from reinforcement learning can be used more efficiently. In
actual trials, RLE has an advantage because the clinical team often prepares several low-doses,
which are assumed to be safer. The results for (b) show that an overdose was often selected with
BLRM in many scenarios, BOIN in Scenario 9, and RLE in Scenarios 2 and 5. The results for
(c) show that the 3+3 design, CRM, BOIN, mTPI, and i3+3 had high percentages of underdose
selection, indicating the dose was not sufficiently escalated for late phase trials. Although mRLE had
generally similar results to RLE, the PCS (a) was lower, and the percentage of overdose selection
(b) was higher in Scenarios 3–5. The reason may be that the reduced frequency of aggressively
trying higher doses caused the larger estimation error of the MTD.

The results for performance metric (d) are shown in Figure 3.3. The average sample size was almost
the same for all methods except for the 3+3 design.

The results for performance metric (e) are shown in Figure 3.4. RLE had more DLTs than the other
methods by an average of 2.5 DLTs in the trial with 36 subjects. mRLE had a similar number of
DLTs to BLRM.

The results for performance metrics (f)–(h) are shown in Figure 3.5. The results for (f) show that
BOIN and RLE, on average, treated fewer subjects at the MTD than other methods. The results for
(g) and (h) show that RLE tended to treat more subjects at an overdose, while the other methods
tended to treat more subjects at an underdose. RLE often tried an overdose that was one level
higher than the MTD in order to escalate the dose sufficiently.

The results for performance metrics (i) and (j) are shown in Figure 3.6. CRM, BLRM, and RLE
had high percentages of incoherent escalation, while the other methods had low percentages.

3.3.4 Examples of Dose Escalation Path

When we apply the learned rule in our method to a clinical trial, once state s is determined, the
selected action is uniquely determined by a∗ = argmax

a
π∗(a|s). Examples of the dose escalation

path for a single simulated trial are shown in Table 3. Cases 1 and 2 show the first five cohorts for
RLE and mRLE, respectively.
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Figure 3.2: The results for performance metrics (a)–(c).
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Figure 3.3: The results for performance metric (d).
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Figure 3.4: The results for performance metric (e).
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Figure 3.5: The results for performance metrics (f)–(h).
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Figure 3.6: The results for performance metrics (i) and (j).
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Table 3.3: Two examples of dose escalation paths in a single trial.

Case Cohort Dose Level No. of Pats DLTs Decision
1 1 3 2 stay
2 1 3 0 stay
3 1 3 0 escalate
4 2 3 0 escalate

1

5 3 3 1 escalate
1 1 3 0 escalate
2 2 3 2 de-escalate
3 1 3 0 escalate
4 2 3 0 stay

2

5 2 3 0 escalate

In Cohort 5 of Case 1, escalate was selected in a situation where the DLTs were 2/9, 0/3, and 1/3
for Dose Level 1, 2, and 3, respectively. Since the DLT was 0/3 at Dose Level 2 and the probabilities
of 0/3 and 1/3 are both 0.422 when pj = 0.25 is true, RLE may have recommended Dose Level
4. This decision increased the percentage of incoherent escalation. However, such an aggressive
decision might not be accepted by clinicians in practice. mRLE prohibited such a decision with
ad-hoc rules, as explained in Section 3.3.1.

In Case 2, we compared mRLE with BOIN and i3+3. In Cohort 4 of Case 2, mRLE and i3+3
selected stay while BOIN selected de-escalate. Note that stay was not always selected when the
DLT was 2/6 because the proposed methods consider the results at all dose levels. In Cohort 5 of
Case 2, mRLE selected escalate while i3+3 selected stay. Thus, mRLE still shows more aggressive
dose escalations than the other methods.

3.4 Summary

We have shown that deep reinforcement learning with an appropriately defined state, action, and
reward can be used to construct an action selection rule that improves the PCS. In general, rein-
forcement learning becomes difficult when the reward (i.e., the correctness of the dose determined
as the MTD evaluated at the end of each trial) is delayed, and the observation is noisy. Phase I
oncology trials usually have these difficulties, and it is not obvious whether reinforcement learning
works well in such situations. Nonetheless, we have shown that it can work successfully if we design
and choose appropriately the Markov decision process as well as the learning algorithm and hyper-
parameters. Although this study describes a design with a single drug, the proposed method may
be applied to clinical trials with multiple drugs by extending the state and action.
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Chapter 4

Discussion

4.1 Optimal Adaptive Allocation in Dose-Response Studies for
Non-Anticancer Drugs

One of the reasons why the existing methods did not work is that they are based on asymptotic
theory, even though the actual sample size is of the order of 100. A method for a similar problem
setting is the multi-armed bandits theory. However, it cannot be applied directly because (1) it
assumes that all arms are mutually independent, (2) it assumes that the sample size is large enough,
and (3) it optimizes a simple metric such as the sum of responses of all subjects rather than complex
metrics such as power, TD, or MAE. We tried an approach that extended the multi-armed bandits
theory by combining Monte Carlo tree search, but it did not improve the performance metrics.
Reinforcement learning was found to be able to improve the metrics even with small sample sizes
by making effective use of the information available. We consider that the function Qπ(s, k), which
represents the value of state s, is smooth with respect to s, so the smooth structure can be captured
by the DNN.

A limitation of our method is that it is difficult to visualize and understand the obtained allocation
rule intuitively because the state is multidimensional. An allocation example of RL-MAE in a
single simulated trial is shown in Figure A.8 in Appendix A. Interactive software such as a Shiny
application may help team members to understand the rule. In a clinical trial protocol, it is necessary
to specify the assumptions (state, action, and reward) and the selected performance metric, and it
would be helpful to show allocation examples.

In the definition of state, we used the differences from the placebo (e.g., Ȳ2 − Ȳ1) to avoid making
assumptions about the placebo response. When we have a specific prior distribution reflecting the
background knowledge on the placebo response, it is also natural to define the state by

s =
{

Ȳ1, Ȳ2, . . . , ȲK , σ̂1, . . . , σ̂K ,
n1
N

, . . . ,
nK

N

}
.

We also simulated the proposed methods with slightly modified states, rewards, and model probabil-
ities, which retrieved in general similar results. Nonetheless, it may be possible to slightly improve
the performance by further tuning these settings.

Although the simulation study was conducted assuming Gaussian noise with the MCP-Mod method,
the proposed method can also be applied to other settings (e.g., binary response) and other methods
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(e.g., ANOVA and BMA). For example, if the variance of the observation noise is unknown, we will
assume the prior distribution of the variance to generate it in reinforcement learning. Because the
settings are quite standard in practice, we can expect that the proposed method can cover a wide
range of actual clinical trials.
Results showed that the proposed methods was required to adjust the significance level to control
the type I error rate. Therefore, developing a statistical test that is theoretically guaranteed under
adaptive allocation is an important research topic. The optimization of power (RL-power) did not
necessarily lead to improvements in other performance metrics. On the other hand, RL-MAE showed
good results not only for MAE, but also for other metrics. This seems to intuitively correspond
to the fact that if the dose-response curve itself is estimated with a small error, then the other
purposes are achievable. For this reason, it seems natural to use RL-MAE if the focus is not on
any particular metric. Note that it is theoretically the best to allocate all subjects to 0 and 8
mg to maximize the power under the scenarios used in the learning. RL-power indeed allocated
many subjects to 0 and 8 mg, but there still exists a gap from this ideal allocation, which may be
due to incomplete learning. Therefore, further tuning of the parameters and neural network may
improve the performance. The results described in Appendix A showed that RL-MS and RL-MAE
performed poorly when the exponential model was true. This indicates that if the candidate models
considerably differ from the true model, the allocation rules obtained from the learning may not
perform well. It may be important to specify the distribution that will generate many possible
models in reinforcement learning. In fact, by including the exponential model in the learning, we
obtained good performance without sacrificing the performance for the other models (see Appendix
A).
When the proposed method is used, the number of subjects allocated could be unbalanced. When
the imbalance must be taken into consideration for safety or ethical reasons, the number of subjects
allocated equally at the beginning of the trial can be increased or a penalty can be incorporated in
the reward if the number of subjects at a dose does not reach the threshold. Although we allocated
subjects probabilistically according to the discrete distribution π∗(k|s) when applying the obtained
rule, we can also use the rounding method, such as the one reported by Pukelsheim and Rieder
(1992). The results were generally similar.
Although we used one performance metric for optimization, any metric can be used, including a
combination of multiple metrics, because the method does not depend on the specific properties of
the performance metric. Since many factors other than dose-response are involved in actual phase
III trials, it is also important to develop an appropriate performance metric for the success of phase
III trials. Furthermore, we believe that it is possible to extend this approach for the stopping rules
for success or futility by adding a stopping option as one of the actions and defining an appropriate
reward for the option. It remains to be verified in which situations this will apply.

4.2 Optimal Dose Escalation Methods in Dose-Finding Studies for
Anticancer drugs

One of the reasons why the PCS of the existing methods are not high is that their dose-escalation
rules are very simple and do not aim to maximize the PCS. We consider that the proposed method
enables efficient MTD search through reinforcement learning.
As shown in Section 3.3.4, the dose escalation path using the obtained rule may be interpretable.
A limitation of the proposed method is that it is not always possible to interpret why the obtained
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rule selected a decision in a given situation. In practice, we believe that the dose in the next cohort
should be determined through discussion with the clinical team, taking into account the decision
recommended by the proposed method.

The simulation study was conducted in a setting that was expected for a common drug. Because
the settings used are quite standard in practice, we can expect that the proposed method can cover
a wide range of actual clinical trials. We also evaluated the methods in extreme scenarios such as
(0.1, . . . , 0.1) and (0.9, . . . , 0.9); the former result was similar to Scenario 6, and the latter result
was similar to Scenario 7. The results in Section 3.3 show that RLE improved the PCS compared
with other methods. On the other hand, RLE had fewer subjects assigned to the MTD and a higher
number of DLTs. However, since reducing the number of DLTs may worsen performance metrics
(a)–(c), it is necessary to consider the clinical significance of each metric and which metric should be
prioritized. Regardless of how we adjusted the settings, the other methods could not increase PCS
at the expense of DLT. Therefore, we believe that our method offers a good option in situations
where increasing PCS is important. It is also possible to make escalation in the learned rule less
aggressive by setting negative rewards for the number of DLTs and incoherent escalations. This will
be the focus of future work.

We also simulated the proposed method with slightly modified state and action options (e.g., remov-
ing the last element ∑J

j=1 xj/N of state s, or adding an action to determine no MTD and stop the
trial), and the results were generally similar. Because the results of reinforcement learning depend
on the doses and scenarios, further research and simulations are needed to evaluate the superiority
of RLE.

To facilitate reinforcement learning, the proposed method set the scenarios in which the MTD was
clearly defined from J , ϕ, ε, and δ. However, there is room for improvement in how we generate
scenarios for learning. When we added small Gaussian noise to the 20 scenarios in Table 3.2, the
results were generally similar. When we generated scenarios using the pseudo-uniform algorithm
of Clertant and O’Quigley (2017) and conducted reinforcement learning, the PCS could not be
improved for realistic scenarios, including the 10 scenarios in Table 3.1. This may be because the
distribution of scenarios generated by the algorithm deviates from the realistic scenario distribution
based on background knowledge. We believe that it is important to evaluate various scenarios before
the start of the trial.
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Chapter 5

Conclusion

This study examined optimal adaptive allocation using deep reinforcement learning in dose-finding
studies. In dose-finding studies for both non-anticancer and anticancer drugs, the issue was that
the allocation of subjects to each dose has not been determined based on the performance metrics
to be optimized.

For the issue, we showed that deep reinforcement learning with an appropriately defined state and
reward can be used to construct adaptive allocation rules that can directly optimize the performance
metric to be optimized. In general, reinforcement learning becomes difficult when the reward
(i.e., the performance metric evaluated at the end of each trial) is delayed, and the observation is
noisy. Clinical trials have these difficulties, and it is not obvious whether reinforcement learning
works successfully to address the same. Nonetheless, we have shown that it can work well if we
appropriately design and choose the Markov decision process as well as the learning algorithm and
hyperparameters.

In dose-finding studies for non-anticancer drugs, we used deep reinforcement learning to construct
an adaptive subject allocation rule to directly optimize each performance metric (Matsuura et al.,
2022). Specifically, by using deep reinforcement learning with an appropriately defined state, reward
and environment, we numerically derived an adaptive allocation rule, which is a discrete distribution
π∗(k|s) of taking a dose k under state s). In the proposed method, state s was defined as a vector
of the mean and standard deviation of the responses of the subjects allocated to each dose, and the
number of subjects allocated to each dose. A reward was defined using one of the above metrics.
For the environment, we used the assumptions of the model in the method to estimate the dose-
response curve. We conducted a simulation study in a slightly modified setting used by Bornkamp
et al. (2007) and Dragalin et al. (2010). We compared the performance of the equal allocation,
D-optimal method, TD-optimal method, and proposed method. To access the effect of different
allocation, the method to estimate the dose-response curve was fixed to the MCP-Mod method. It
was shown that the proposed method improved the performance metric to be optimized, the other
performance metrics also improved when the performance metric to be optimized was the mean
absolute error, and the performance was kept even in scenarios that deviated from the environment
used in reinforcement learning.

In dose-finding studies for anticancer drugs, we used deep reinforcement learning to construct an
action selection rule to directly optimize the PCS (Matsuura et al., 2023). Specifically, by using
deep reinforcement learning with an appropriately defined state, action, reward and environment,
we numerically derived an action selection rule, which was a discrete distribution π∗(a|s) of taking
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an action a under state s). In the proposed method, state s was defined as a vector of the previous
dose level, the proportion of the number of subjects assigned, and the proportion of the number of
DLTs. Action a was defined as a vector of “continue the trial and escalate/stay/de-escalate the dose
in the next cohort” or “discontinue the trial”. A reward was defined so that they could be obtained
only when the MTD was correctly estimated. For the environment, we used hypothetical scenarios
in which the MTD was clearly defined to stably learn π∗. We conducted a simulation study in a
slightly modified setting used in Appendix C of Zhou et al. (2018b). We compared the performance
of the 3+3 design, CRM, BLRM (Neuenschwander et al., 2008), BOIN, mTPI (Ji et al., 2010), i3+3
(Liu et al., 2020), and proposed methods. The proposed method was shown to improve the PCS
over the existing methods, although it caused slightly more toxicity during the trial. In particular,
the proposed method stably performed better in the scenario where the MTD was on the high-dose
level, as is likely to be more frequent in actual clinical trials.

We believe that these results will contribute to improving the probability of drug approval through
the improvement of performance metrics in dose-setting studies.
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Appendix A

This appendix shows figures that supplement the results of the simulation study in Chapter 2 (e.g.,
results for each model and an allocation example of the proposed method).
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Figure A.1: The results for power. RL-MAE incl. exp represents that simulated data in reinforcement
learning is generated from the four models (linear, Emax, sigEmax, and exponential) with equal
probabilities. Fix to RL-MAE represents a fixed design with the number of subjects equal to the
average of those of RL-MAE.
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Figure A.2: Probability of selecting the true model.
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average linear Emax sigEmax quadratic exponential
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Figure A.3: Probability that the estimated target dose is within the interval Id
targ(0.1).
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Figure A.4: The results for MAE. Smaller MAE implies better accuracy.
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Figure A.5: The results for the average number of subjects allocated when the maximum effect was
1.65.
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Figure A.6: The results for the average number of subjects allocated when the maximum effect was
1.32.
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Figure A.7: The results for the average number of subjects allocated when the maximum effect was
1.98.
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Figure A.8: An allocation example of RL-MAE in a simulated trial when the linear model was true
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Appendix B

In this appendix, we introduce the overview of reinforcement learning techniques used in the pro-
posed method. See, e.g., Sutton and Barto (2018) for general introduction to reinforcement learning.

Preliminaries for Reinforcement Learning

Formally, a reinforcement learning problem can be characterized by a Markov Decision Process
defined by the 4-tuple (S,A, P, R):

• State space of the environment S: At each time step t the agent observes a state of the
environment denoted st ∈ S. The initial state is sampled from an initial distribution on S.

• Action space A: At time step t, the agent selects an action at ∈ A according to a policy π as
at ∼ π(·|st), where π(·|s) is a probability distribution over A that represents the strategy of
the agent when the state is s.

• Transition probability P (s′|s, a): Given the action at and the state st, the environment evolves
into a new state st+1 with probability P (st+1|st, at).

• Reward function R(s, a, s′): The agent receives a reward rt = R(st, at, st+1) when taking
action at at state st and the new state becomes st+1. We denote by r(st, at) the expected
value of R(st, at, st+1) given (st, at).

The interaction between the agent and the environment lasts for an episode, that is limited by time
or by reaching a terminal state, and then the process restarts. For simplicity of notation we denote
by T the end of the interaction and it can be finite or infinite.
The return Gt defined by

Gt =
T∑

k=t

γk−tr(sk, ak)

is the discounted cumulative reward after time t with a discount factor γ ∈ [0, 1]. Small values of γ
leads the agent to focus on short-term rewards while a large value favors long-term rewards. The
goal of the agent is to select at each state the action that will lead the highest expected cumulative
discounted reward.
The value function Vπ of a state s is the expected return from this state following the policy π and
denoted as

Vπ(s) = Eπ
(
Gt|st = s

)
,
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where the expectation is taken over all possible stochastic trajectories under π. The state-action
value function Qπ is the expected return from state s by taking action a and after that following
the policy π:

Qπ(s, a) = Eπ
(
Gt|st = s, at = a

)
.

The advantage function Aπ is defined by

Aπ(s, a) = Qπ(s, a)− Vπ(s).

The advantage expresses how much better or worse the reward obtained by action a in state s is
compared with the average expected reward Vπ(s) from state s.

Proximal Policy Optimization

Many algorithms have been proposed to optimize π. For example, deep Q-network (DQN) tries
to find a good policy indirectly by estimating Q-values and choosing the action maximizing the
estimated Q-value for each state s (Mnih et al., 2015). In contrast, policy optimization methods
perform a gradient update directly on the parameters of a policy.

Proximal Policy Optimization (PPO) belongs to these methods, which parameterizes the policy as
π(at|st; θ) and update θ directly using the observed rewards rt. For update of θ, PPO considers the
following objective function to optimize in order to estimate the optimal parameter θ̂.

Let us denote the probability ratio between the old and new policies as

f(θ, t) = πθ(at|st)
πθold(at|st)

,

where θold is the parameter obtained in the last update. Conceptually, PPO tries to improve the
policy by maximizing

J(θ) = Et
(
f(θ, t)Âθold(st, at)

)
, (B.1)

where Et indicates the empirical average over a finite batch of trajectories (the histories of the states,
actions, and rewards through timesteps) and Âθold(st, at) is an approximation of the advantage
function (this approximation is discussed later).

Still, it is empirically known that maximizing this objective with respect to θ, without a restriction
on the distance between θold and θ, results in instability and too aggressive updates. PPO solves
this problem by imposing a constraint on f(θ, t) to be within a small interval around 1, precisely
[1− ϵ, 1 + ϵ]. To be more specific, PPO replaces f(θ, t)Âθold(st, at) in Eq. (B.1) with

min{f(θ, t)Âθold(st, at), clip(f(θ, t), 1− ϵ, 1 + ϵ)Âθold(st, at)},

where clip(x, a, b) = min{max{x, a}, b} for a < b.

The estimator of Âθold(st, at) is built using generalized advantage estimation (GAE) (Schulman et
al., 2015) given by

Âθold(st, at) = δt + (γλ)δt+1 + · · ·+ (γλ)T −t+1δT −1,
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where λ ∈ [0, 1] is a hyperparameter and δt = rt + γVθold(st+1)− Vθold(st).

Here note that the estimation of the advantage function involves the learned value function Vθ(s).
The authors of PPO suggest to use the Actor-Critic method to estimate the value function. As the
name suggest, it has two components: the actor and the critic. The actor corresponds to the policy
π and is used to choose the action for the agent. The critic corresponds to the value function V .
The Actor-Critic is represented by a shared neural network θ, which then branches into two heads
(one for the actor and one for the critic) at the end of the architecture (Figure B.1). Therefore
θ includes the parameter θv for the value function V and θπ for the policy π. So that the critic
approximates the actual return well, PPO imposes the penalty for the approximation error given
by

−(Vθ(st)− V target
t )2,

where V target
t = Gt is the observed return (from the simulation) at time t, Vθ(st) is the estimated

value function from the neural network at state st.

Network

Input:

Figure B.1: Actor-Critic PPO network

In summary, PPO maximizes the following objective function:

J(θ)CLIP = Et
(

min{f(θ, t)Âθold(st, at), clip(f(θ, t), 1− ϵ, 1 + ϵ)Âθold(st, at)}
− c1(Vθ(st)− V target

t )2 + c2S[πθ](st)
)
,

where c1, c2 and ϵ are hyperparameters. Here S in the last term is some entropy function such
as S[π](s) = −∑a∈A π(a|s) log π(a|s), which gives a bonus to a policy that explores a variety of
actions.

Algorithm

For each update of the neural network parameter θ, an actor collects data of Ttrain timesteps over
multiple episodes. Then we construct the objective function given in the last section on these Ttrain
timesteps data, and maximize it with the stochastic gradient descent (SGD) or Adam algorithm.

Specification in Our Problems

In our problem setting in Chapters 2 and 3, the episode, time t, and policy π correspond to the
simulated trial, block b, and allocation rule π, respectively. For the reward, r had a value described
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Algorithm 1 PPO Algorithm
1: procedure PPO(S,A, P, R)
2: Initialize weights θold.
3: while the total number of episodes ≤ E do
4: Run policy πθold in environment for Ttrain timesteps, where a new episode starts from the

initial state when the current episode has ended.
5: Collect a batch of Ttrain samples {(si, ai, ri, s′

i)}Ttrain
i=1 .

6: Compute advantage Âθold(st, at) for Ttrain timesteps.
7: Update the neural network parameters θold ← argmax

θ
J(θ)CLIP.

8: end while
9: end procedure

in Sections 2.2.3 and 3.2.2 if the time was at the end of the trial, but otherwise r = 0. We used the
discount factor γ = 1 (that is, there is no discount). Therefore, the expected return is equivalent to
the expected value of the reward at the end of the trial. For the advantage, we used λ = 1. For the
objective function, we used c1 = 1, c2 = 0, and ϵ = 0.3. For the update of θ, we used E = 1,000,000
and Ttrain = 10,000 in Chapter 2. That is, θ was updated after each Ttrain/B = 10,000/10 = 1,000
simulated trials. We used E = 3,000,000 and Ttrain = 10,000 in Chapter 3. To maximize the object
function, we used the SGD algorithm with the minibatch size = 200, the stepsize (i.e., learning rate)
= 0.00005, and the number of epochs = 20. Although we used the default values of the software
for λ, c1, c2, ϵ, and the stepsize, we had to tune Ttrain and the minibatch size.
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