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Abstract

Among the many potential hardware platforms, superconducting quantum circuits have

become the leading contender for constructing a scalable quantum computing system.

Not only have we seen signi�cant advances in recent years in reliable fabrication and

control technology, but the quality of the qubits themselves have increased by many or-

ders of magnitude. Almost all current architecture designs necessitate a two-dimensional

arrangement of superconducting qubits with nearest-neighbor interactions, that is com-

patible with powerful quantum error-correction using the surface code. A major hurdle

for scalability in superconducting systems is the so-called wiring problem, where internal

qubits of a chipset become inaccessible for external control/readout lines.

The current consensus within the superconducting quantum circuit �eld is that the

control wiring for such chips should be fabricated in the third dimension, utilizing sev-

eral techniques to place bias, readout and control wires orthogonal to the plane of the

chip itself. This technique has shown much promises, but it is also very unclear and still

a signi�cant engineering challenge if these intricate, three-dimensional wiring and pack-

aging technology control fabrication techniques are compatible with maintaining high

�delity operations and increasing chip size. The largest concern is the ability to reduce

cross-talk and control line contamination of neighbouring qubits to the degree necessary

to achieve �delities of 99% or higher across the chip. In other words, these approaches

resort to intricate, three-dimensional wiring and packaging technology, which is a signif-

icant engineering challenge to realize while maintaining qubit �delity.

In this thesis, we present a revolutionary new large-scale micro-architecture design

that completely side-steps this issue. We propose a pseudo-2D arrangement architecture

of superconducting qubits. This bi-linear array allows each physical qubit to be biased,

measured and controlled using wiring that remains in-plane with the chip (eliminating

completely the need for 3D control line fabrication and packaging).

Utilizing the micro-architecture bi-linear arrangement of superconducting qubits, we

also show how a large Raussendorf cluster can be produced, which realizes the cluster

state model of surface code quantum error correction while maintaining planar access of

control lines to each individual qubit. This architecture realizes the cluster state model of

surface code quantum error correction, without the need for 3-dimensional control wiring.

Moreover, we propose that bi-linear transformed arrangement with additional qubits can

be generate a 3D-cluster-state on completely planer circuit with some overhead.
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A novel architecture for superconducting circuits is also proposed to improve the e�-

ciency of a quantum annealing system. To increase the capability of a circuit, it is desirable

for a qubit to be coupled not only with adjacent qubits but also with other qubits located

far away. We introduce a circuit that uses a lumped element resonator coupled each with

one qubit. The resonator-qubit pairs are coupled by rf-superconducting quantum inter-

ference device (SQUID) based couplers. These pairs make a large quantum system for

quantum annealer. This system could prepare the problem Hamiltonian and tune the pa-

rameters for quantum annealing procedure.

Thesis Supervisor: Jaw-Shen Tsai

Title: Professor
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Micro-architectures of Quantum Information Processor 

量子情報処理装置のマイクロアーキテクチャ 

向井 寛人 著 

要旨 

数あるハードウェアプラットフォームの中でも、超伝導量子回路は、スケーラブルな量子コンピ

ューティングシステムを構築するための有力な候補となっています。 近年、信頼性の高い製造技

術や制御技術が大幅に進歩しただけでなく、量子ビット自体の品質も桁違いに向上しています。

現在のほとんどのアーキテクチャ設計では、最近接相互作用を持つ超伝導量子ビットの 2 次元配

列が必要とされており、表面コードを用いた強力な量子エラー訂正との互換性があります。超伝

導システムにおけるスケーラビリティの大きなハードルは、チップセットの内部量子ビットが外

部の制御/読み出し線にアクセスできなくなる、いわゆる配線の問題です。 

 

超伝導量子回路分野における現在の見解は、このようなチップの配線（バイアス、読み出し、お

よび制御配線）をチップ自体の平面に直交するように配置するいくつかの技術を利用して、3 次

元で製造されるべきであるということです。 この技術は多くの期待を示してきましたが、これら

の複雑な三次元配線およびパッケージング技術の制御製造技術が、高忠実度動作の維持およびチ

ップサイズの増大と互換性があるかどうかは、非常に不明確であり、依然として重要な工学上の

課題であるとされています。最大の懸念事項は、チップ全体で 99%以上の忠実度を達成するため

に必要な程度に、クロストークを低減し、隣接する量子ビットへの混線を制御する能力です。言

い換えれば、これらのアプローチは、複雑な三次元配線やパッケージング技術に頼っており、量

子ビットの忠実度を維持しながら実現することは、大きな課題となっています。 

 

本論文では、この問題を完全に回避する画期的な新しい大規模マイクロアーキテクチャを提案し

ます。本論文では、超伝導量子ビットの擬似 2 次元配列アーキテクチャを提案します。このバイ

リニアな配列により、チップと面内に残る配線を用いて、各物理量子ビットのバイアス、測定、

制御を行うことが可能となります。（3 次元制御ラインの製作やパッケージングの必要性を完全に

排除することができます）。  

 

超伝導量子ビットのバイリニア配列を利用するマイクロアーキテクチャによって、個々の量子ビ

ットへの制御線の平面的なアクセスを維持しながら、クラスター状態モデルによる表面符号量子

エラー訂正を実現する大規模なラウッセンドルフクラスターを生成する方法も示しています。 こ

のアーキテクチャは、３次元制御配線を必要とせず、クラスター状態モデルによる表面符号量子

誤り訂正を実現できます。さらに、量子ビットを追加したバイリニア変換配置を行うことでも完

全平面回路上で 3 次元クラスター状態を生成することが可能であることを提案しています。 

 

また、量子アニーリング装置の効率を向上させるために、超伝導回路のための新しいアーキテク

iii



 

チャを提案する。量子アニーリングに対する回路の性能を向上させるためには、隣接する量子ビ

ットだけでなく、離れた位置にある他の量子ビットとも結合することが望ましいとされています。

本研究では、1 つのクビットに 1 つずつ結合された集積素子共振器を用いた回路についても提案

しています。RF 型超伝導量子干渉素子(SQUID)をベースとした結合器によって結合された、共

振子と量子ビットの対を集積することで、量子アニーラーのための大規模な量子システムを構築

できます。この系において、目的関数のハミルトニアンを準備し、量子アニーリングのためのパ

ラメータを調整することができることを示しています。 
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Introduction

Quantum information processing has the ability to potentially outperform previous

classical von Neumann-type computers through computation based on the principles of

quantum mechanics. Quantum computers are increasingly attracting the attention of sci-

entists in �elds such as physics and chemistry, as well as industrialists in the pharma-

ceutical, aerospace, and automotive industries. Globally, the laboratories of companies

like Google and IBM are devoting vast resources to improve quantum computers. Since

quantum computers use the fundamentals of quantum mechanics and have ability to pro-

cess large amounts of information potentially much faster than classical computers, once

error-correcting and fault-tolerant quantum computing will have been realized, scienti�c

and technological advances are expected to occur on an unprecedented scale. However,

tremendous challenges remain to be overcome in order to realize the quantum computer

that will support the next generation of society and make a signi�cant contribution to the

development of human history.

Superconducting quantum circuits have long been expected to be one of the candidates

for quantum computer devices owing to their extremely high integration potential and

design freedom. Superconducting quantum circuits can be fabricated on a substrate, and

quantum systems can be arti�cially fabricated while granting quantum mechanical de-

grees of freedom by devising the circuit structure. The quantum systems on the circuit

are precisely controlled using microwave technology, which has been developed in �elds

such as information and communications. In addition, the fabrication process can use

semiconductor fabrication techniques such as electron beam lithography [80, 221, 29, 238],

metal �lm deposition [118, 176, 226], [215, 179, 56] and cleaning [134, 166, 192], which

have been highly developed in the past.

Initially, coherence times of less than nanoseconds in 1999 were a concern for super-

conducting devices [175], but they have now reached milliseconds [187, 42, 192, 235].

In addition, in recent years, research groups at large companies such as Google, IBM,

and Intel have reported the fabrication of tens of qubit circuits one after another. The

"quantum supremacy" of quantum computers over classical computers [198, 1] has been

demonstrated by Google team [177, 4]. What will be demonstrable at this stage in the
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near future, however, is the supremacy of quantum computers for a very limited number

of small-scale problems [24, 16, 66, 67]. There is still a great deal of work to be done if

quantum computers are to solve societally useful problems as fast as the public expects.

The heart of quantum computer research is the attempt to protect the quantum state

from the environment. Although coherence times have increased signi�cantly in the last

20 years, they are not yet at the stage where they can be put to practical use. In addi-

tion, quantum error correction is necessary to perform quantum computation that can

handle many problems. The computational accuracy of a quantum computer depends on

the product of the success probability of each operation, such as gate manipulation and

readout of qubit states. Therefore, in the absence of error correction, the computation

accuracy decreases exponentially by a number of gate operations (a depth of algorithm).

In addition, since the operation of a quantum computer is analog, the required resolution

is �ne, and the error threshold for each operation requires an error rate of less than 1%,

even for the most promising candidate, surface code error correction [74, 114, 76, 110,

156]. Therefore, research groups have so far worked on improving the accuracy of read-

out [229, 206, 82, 168, 163, 147, 117, 126, 14, 105, 124, 158, 122, 141, 36, 84, 49, 190] and gate

operations [22, 100, 135, 213, 244, 242, 162, 152, 39] as well as the coherence time of the

qubits, and have achieved values below this threshold.

However, as integration progresses, errors increase due to increased fabrication pro-

cesses and the e�ects of increased interference and noise with increased interconnect

complexity. Despite the fact that a million to 100 million qubits are needed, currently the

53-qubit chip by Google’s group is the largest integrated circuit that has been below the

threshold, where 53 qubits have work well in 54 qubits on the chip, one qubit have been

failed. Therefore, groups aiming to realize large scale quantum computers are looking for

new circuit designs to solve this problem.

In this thesis, we will explore how to construct novel quantum processing circuits based

on the demands of aspects of the actual implementation of such superconducting quan-

tum circuits, as well as the demands of the theoretical aspects of quantum information

processing. The thesis is separated into two part. One is Part |0⟩ giving the review for

the superconducting quantum computing, which composes the Chapter1 to 4. The other

is Part |1⟩ giving the main result of the micro-architecture of quantum information pro-

cessors, which composes the Chapter 5 to 8.

Chapter 1 gives a brief summary of the fundamentals of quantum mechanics and the

speci�cation of qubits, which are essential for understanding the dynamics of supercon-

ducting quantum circuits and �guring out quantum information processing.

Chapter 2 summarizes the most basic aspects of superconducting quantum circuits.

This chapter covers superconductivity and microwave engineering in the context of quan-
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tum mechanics. Then the superconducting quantum circuits that combine them are de-

scribed.

Chapter 3 summarizes the basics of quantum information processing theory. In par-

ticular, quantum gate operations and error correction are described, which are necessary

to realize a universal quantum computer. Quantum annealing is introduced, which is dif-

ferent from the universal type. Although these two schemes are completely independent

concepts, the same techniques can be used to implement each of them in the supercon-

ducting quantum circuits that this thesis aims at.

Chapter 4 describes the con�guration of an experimental system for cryogenic and

ultra-low noise microwave operations and measurements using a dilution refrigerator,

which is required for experiments of superconducting quantum circuits. Simple measure-

ment results for qubits in the system are presented. The evaluation method and results of

the microwave resonator are also expressed, which is an important element in supercon-

ducting quantum circuits in addition to qubits.

Chapter 5 discusses the micro-architecture of quantum information processing, the

main topic of this thesis, in three ways:

Chapter 6 propose and analyse a micro-architecture for the surface code, which is

the most common quantum error correction and planar arrangement of qubits in the re-

alization of quantum computers, and the implementation of qubits in superconducting

quantum circuits and physical systems alongside them.

Chapter 7 gives proposal and instruction of the one-way-quantum-computation using

clustered states, which are known to be equivalent to surface codes, and how their micro-

architecture can be organized and operated in superconducting quantum circuits.

Chapter 8 micro-architectures of quantum annealing machines are proposed with a

much larger number of connections compared to commercially available machines. This

system has the potential to be developed further, not only as quantum annealing but also

as an fully coupled gated quantum computer.

Finally, a comparison of these micro-architectures are made and future improvements

in micro-architecture are discussed.
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Part

|0⟩

Background for Superconducting
Quantum Information Processor
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Chapter 1

Overview of Quantum Physics

1.1 Fundamental Quantum Theory

In this chapter, most fundamental and general theory of quantum physics are brie�y in-

troduced as starting point to derive superconducting quantum circuit (Chapter 2) and

quantum information (Chapter 3). Quantum mechanics has been described mathemati-

cally in several ways, starting with the most famous Schrödinger equation using the wave

function and Heisenberg matrix mechanics using linear algebra, or interaction picture and

density operators (master equations) describing the dissipative dynamics with the envi-

ronment. All of these are essentially equivalent, but need to be used appropriately for the

phenomenon or physical quantity of interest. This quantum mechanics governs micro-

scopic and even macroscopic physical systems, which have been tested by experiments,

and countless tools have been developed to apply quantum mechanics for superconduct-

ing quantum circuit and quantum information.

1.1.1 Quantum state and observable

In quantum mechanics, to describe system and dynamics, Hilbert space and sates are de-

�ned. We use the braket notation for the quantum state, which has been establishing and

correcting quantum theory and mathematical notations. Then, operator and projective

measurement are introduced. Moreover, we brie�y introduce quantization by Hamilto-

nian.
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Quantum state vector

For arbitrary quantum state, its state vector |𝜓⟩ can be decomposed by set of basis {|𝜑𝑘⟩ :

⟨𝜑𝑘|𝜑𝑙⟩ = 𝛿𝑘𝑙} on the Hilbert space H,

|𝜓⟩ =
∑︁
𝑘

𝑐𝑘 |𝜑𝑘⟩ , (1.1.1)

where 𝑐𝑘 is complex and called as probability amplitude. The probability amplitude satis-

�es

∑︀
𝑘 |𝑐𝑘|

2 = 1.

Quantum observable

For any observable A , an arbitrary compact operator 𝒜 on the Hilbert space H are de-

composed by using the orthonormal basis as

𝒜 =
∑︁
𝑘,𝑙

𝛼𝑘𝑙 |𝜑𝑘⟩⟨𝜑𝑙| , (1.1.2)

with the matrix element of 𝑘𝑙

𝛼𝑘𝑙 = ⟨𝜑𝑘|𝒜|𝜑𝑙⟩ . (1.1.3)

Hermitian conjugate 𝒜†
is de�ned as the operator satisfying ⟨𝜓|𝒜†|𝜑⟩ = ⟨𝜑|𝒜|𝜓⟩* for

arbitrarily state vectors |𝜓⟩ and |𝜑⟩. In the matrix representation, Hermitian conjugate

corresponds to complex conjugated matrix. The matrix of 𝒜 has eigenvalues 𝜆𝑘 and

eigenvectors |𝜆𝑘⟩ certainly: 𝒜 |𝜆𝑘⟩ = 𝜆𝑘 |𝜆𝑘⟩. These eigenvectors {|𝜆𝑘⟩} also satis�es or-

thonormal condition. In addition, the eigenvectors satisfy completeness

∑︀
𝑘 |𝜆𝑘⟩⟨𝜆𝑘| = ℐ̂ ,

where ℐ̂ is the identity operator on the Hilbert space.

Projective measurement and Born’s rule

When one measures an arbitrary observable A , projection operator 𝒫𝑘 := |𝜆𝑘⟩⟨𝜆𝑘| is de-

�ned to get amount of parts of probability amplitude of the eigenvalue corresponding the

eigenvector |𝜆𝑘⟩. For instance, an arbitrarily quantum state |𝜓⟩ =
∑︀

𝑘 𝑐𝑘 |𝜆𝑘⟩ is projected

by

𝒫𝑘 |𝜓⟩ = |𝜆𝑘⟩⟨𝜆𝑘|𝜓⟩ = 𝑐𝑘 |𝜆𝑘⟩ . (1.1.4)

An Helmitian operator 𝒜 of the observable can be spectral decomposed by the projec-

tion operator 𝑃𝑘 into the eigenspace, where projection operator satis�es completeness
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∑︀
𝑘 𝒫𝑘 = ℐ̂ :

𝒜 =
∑︁
𝑘

𝜆𝑘𝒫𝑘 (1.1.5)

Measuring the observable A with the state vector |𝜓⟩, outcome is chosen from one of

the eigenvalue of the operator𝒜. Then the probability that the outcome 𝛼𝑘 is assumed to

follow the Born’s rule,

𝑝(𝑘) = ⟨𝜓|𝒫𝑘|𝜓⟩ . (1.1.6)

According to this rule, expectation value of observable A is calculated as

⟨𝒜⟩ =
∑︁
𝑘

𝑝(𝑘)𝜆𝑘 =
∑︁
𝑘

⟨𝜓|𝛼𝑘𝒫𝑘|𝜓⟩ = ⟨𝜓|𝒜|𝜓⟩ , (1.1.7)

where 𝑝(𝑘) satis�es the normalization condition:∑︁
𝑘

𝑝(𝑘) =
∑︁
𝑘

⟨𝜓|𝒫𝑘|𝜓⟩ = 1 . (1.1.8)

Product state and entangle state

Let two Hilbert spaces H𝐴 and H𝐵 be two partial spaces of a product space H𝐴𝐵 of two

quantum systems with orthnormal basis {
⃒⃒
𝜑𝐴
𝑖

⟩︀
} and {

⃒⃒
𝜑𝐵
𝑖

⟩︀
}, respectably. A state on the

product space H𝐴𝐵 is expressed as⃒⃒
𝜑𝐴𝐵

⟩︀
=
⃒⃒
𝜑𝐴
⟩︀
⊗
⃒⃒
𝜓𝐵
⟩︀
, or

⃒⃒
𝜓𝐴
⟩︀ ⃒⃒
𝜑𝐵
⟩︀

(1.1.9)

When states of A and B are

⃒⃒
𝜓𝐴
⟩︀

=
∑︀

𝑖 𝑎𝑖
⃒⃒
𝜑𝐴
𝑖

⟩︀
and

⃒⃒
𝜓𝐵
⟩︀

=
∑︀

𝑖 𝑏𝑖
⃒⃒
𝜑𝐵
𝑖

⟩︀
, respectably,

product state

⃒⃒
𝜑𝐴𝐵

⟩︀
is ⃒⃒

𝜑𝐴𝐵
⟩︀

=
∑︁
𝑖𝑗

𝑎𝑖𝑏𝑗
⃒⃒
𝜑𝐴
𝑖

⟩︀ ⃒⃒
𝜑𝐵
𝑗

⟩︀
. (1.1.10)

This kind of state is also called separable state since the product state decomposes the

system into partial systems. On the other hand, when the state cannot be decomposed as

separable state, it is called entangle state, for instance

∑︀
𝑖 𝑐𝑖
⃒⃒
𝜑𝐴
𝑖

⟩︀ ⃒⃒
𝜑𝐵
𝑖

⟩︀
.

Lagrangian and Hamiltonian in classical and quantum physics

To analyze a system, �rstly the Lagrangian ℒ is classically de�ned as the di�erence be-

tween the kinetic energy T and potential energy U of the system with generalised co-



10 CHAPTER 1. OVERVIEW OF QUANTUM PHYSICS

ordinates q = (𝑞𝑖) and generalised velocities q̇ = (𝑞𝑖) of the system.

ℒ = ℒ(q, q̇, 𝑡) (1.1.11)

= T (q, q̇, 𝑡)−U (q̇, 𝑡) (1.1.12)

Introducing the generalized momentum p = (𝑝𝑖) conjugate to 𝑞𝑖 by,

𝑝𝑖 =
𝜕ℒ(q, q̇, 𝑡)

𝜕𝑞𝑖
. (1.1.13)

One can derive the Hamiltonian from the Lagrangian by Legendre transformation,

ℋ(q,p, 𝑡) = pq̇− ℒ(q, q̇, 𝑡) . (1.1.14)

Canonical equation of motion is given by

d𝑝𝑖
d𝑡

= −𝜕ℋ(p,q)

𝜕𝑞𝑖
, (1.1.15)

d𝑞𝑖
d𝑡

=
𝜕ℋ(p,q)

𝜕𝑝𝑖
. (1.1.16)

Using Poisson Bracket {𝑓, 𝑔} for arbitrarily function 𝑓(𝑞𝑖, 𝑝𝑖) and 𝑔(𝑞𝑖, 𝑝𝑖), a dynamics of

physical quantity 𝒜 in the canonical space is expressed as

d𝒜
d𝑡

= {𝒜,ℋ} , (1.1.17)

{𝑓, 𝑔} :=
∑︁
𝑖

(︂
𝜕𝑓

𝜕𝑞𝑖

𝜕𝑔

𝜕𝑝𝑖
− 𝜕𝑔

𝜕𝑞𝑖

𝜕𝑓

𝜕𝑝𝑖

)︂
(1.1.18)

Then a transition from classical to quantum mechanics requires quantization based on

the uncertainty principle, which can be mathematically represented by introducing non-

commutative relations as constraints on the Lagrangian and Hamiltonian canonical vari-

ables in the commutation relations,

[𝑞𝑗, 𝑝𝑘] = 𝑖~𝛿𝑗𝑘 , (1.1.19)

[𝑞𝑗, 𝑞𝑘] = [𝑝𝑗, 𝑝𝑘] = 0 (1.1.20)

where ~ = ℎ/2𝜋 is reduced Planck constant, ℎ is Planck constant and ∙̂ represent quantum

operator and variables, however, in trivial cases, ∙̂ notation are ignored.
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1.1.2 Schrödinger picture

Schrödinger equation for time-independent Hamiltonian

For a given Hamiltonian ℋ̂ of a isolated system, the dynamics of the quantum state |𝜓(𝑡)⟩
is expressed as the time-depending Schrödinger equation,

𝑖~
d

d𝑡
|𝜓(𝑡)⟩ = ℋ̂ |𝜓(𝑡)⟩ . (1.1.21)

If the Hamiltonian does not depend on time, equation (1.1.21) can be formally solved as,

|𝜓(𝑡)⟩ = exp

(︃
−𝑖ℋ̂

~
𝑡

)︃
|𝜓(0)⟩ (1.1.22)

= 𝒰(𝑡) |𝜓(0)⟩ (1.1.23)

where the time evolution operator 𝒰(𝑡) := exp
(︁
−𝑖ℋ̂𝑡/~

)︁
is introduced. The Hermitian

operator is de�ned as

𝒜 ⊂ 𝒜†
(1.1.24)

i.e.,

dom𝒜 ⊂ dom𝒜† , and ∀𝑥 ∈ dom𝒜 , 𝒜𝑥 = 𝒜†𝑥 , (1.1.25)

where self-adjoin operator is also de�ned as 𝒜 = 𝒜†
. Since the Hamiltonian ℋ̂ is the

Hermitian operator, the time evolution operator is the unitary operator, i.e., 𝒰(𝑡)𝒰 †(𝑡) =

exp
(︁
−𝑖ℋ̂𝑡/~

)︁
exp
(︁
𝑖ℋ̂𝑡/~

)︁
= ℐ̂ .

Schrödinger equation for time-dependent Hamiltonian

When the Hamiltonian depends on timeℋ(𝑡), equation (1.1.21) is expressed as,

𝑖~
d

d𝑡
|𝜓(𝑡)⟩ = ℋ(𝑡) |𝜓(𝑡)⟩ . (1.1.26)

Schrödinger equation for time-dependent Hamiltonian is assumed to be solved as,

|𝜓(𝑡)⟩ = 𝒰(𝑡) |𝜓(0)⟩ , (1.1.27)

where 𝒰 satis�es the boundary condition 𝒰(0) = ℐ . Substituting this solution (1.1.27)

into the Schrödinger equation (1.1.26) leads

𝑖~
d

d𝑡
𝒰(𝑡) = ℋ(𝑡)𝒰(𝑡) . (1.1.28)
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Then integrating both sides of equation by time provides

𝒰(𝑡) = ℐ +

∫︁ 𝑡

0

d𝑡′ℋ(𝑡′)𝒰(𝑡′) . (1.1.29)

This integration can be calculated one by one from di�erent time 𝑡𝑖 to same span 𝑡,

𝒰(𝑡) =ℐ − 𝑖

~

∫︁ 𝑡

0

d𝑡′ℋ(𝑡′) +

(︂
− 𝑖
~

)︂2 ∫︁ 𝑡

0

d𝑡′
∫︁ 𝑡′

0

d𝑡′′ℋ(𝑡′)ℋ(𝑡′′) + · · · (1.1.30)

=
∞∑︁
𝑘=0

(︂
− 𝑖
~

)︂𝑘 ∫︁ 𝑡

0

d𝑡1

∫︁ 𝑡1

0

d𝑡2 · · ·
∫︁ 𝑡𝑛−1

0

d𝑡𝑛ℋ(𝑡1)ℋ(𝑡2) · · ·ℋ(𝑡𝑘) (1.1.31)

where the term of 𝑘 = 0 is identity operator ℐ . Generally, the Hamiltonian at di�erent

time does not commute. Time ordered product (T-product) are introduced,

T

[︂
exp

(︂
− 𝑖
~

∫︁ 𝑡

0

ℋ(𝑡′)d𝑡′
)︂]︂

(1.1.32)

:=
∞∑︁
𝑘=0

(︂
− 𝑖
~

)︂𝑘 ∫︁ 𝑡

0

d𝑡1

∫︁ 𝑡1

0

d𝑡2 · · ·
∫︁ 𝑡𝑘−1

0

d𝑡𝑘ℋ(𝑡1)ℋ(𝑡2) · · ·ℋ(𝑡𝑘) (1.1.33)

= 𝒰(𝑡) , (1.1.34)

where T[·] represent time ordered product and 𝑡 > 𝑡1 > 𝑡2 > · · · > 𝑡𝑘−1 > 𝑡𝑘 > 0. This

time ordered product is de�ned as,

T[𝒜(𝑡1)ℬ(𝑡2)] :=

⎧⎨⎩𝒜(𝑡1)ℬ(𝑡2) (𝑡1 > 𝑡2)

ℬ(𝑡2)𝒜(𝑡1) (𝑡1 < 𝑡2)

where 𝒜 and ℬ are arbitrary operators.

From both results (1.1.23) and (1.1.27) of Schrödinger equation, it is well understood

that in this Schrödinger picture, quantum state vector are time evolving instead of ob-

servable. For given observable 𝒜, its expectation value ⟨𝒜⟩ is calculated as,

⟨𝒜⟩ = ⟨𝜓(𝑡)|𝒜|𝜓(𝑡)⟩ (1.1.35)

=
⟨︀
𝜓(0)

⃒⃒
𝒰 †(𝑡)𝒜𝒰(𝑡)

⃒⃒
𝜓(0)

⟩︀
. (1.1.36)
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1.1.3 Heisenberg picture

Of the analogy and expansion of the classical canonical equation of motion (1.1.17) is

{𝑓, 𝑔} → 1
𝑖~ [𝑓, 𝑔]

d

d𝑡
𝒜(𝑡) =

1

𝑖~

[︁
ℋ̂, ˆ𝒜(𝑡)

]︁
(1.1.37)

In this Heisenberg picture, wave function is not time evolved |𝜓(𝑡)⟩ = |𝜓(0)⟩, but observ-

able evolve on time, At time 𝑡, observable 𝒜 is described as,

𝒜(𝑡) = 𝒰 †(𝑡)𝒜𝒰(𝑡) . (1.1.38)

Then expectation value of 𝒜 is

⟨
𝒜
⟩

= ⟨𝜓(0)|𝒜(𝑡)|𝜓(0)⟩ (1.1.39)

= ⟨𝜓(0)|𝒰 †(𝑡)𝒜𝒰(𝑡)|𝜓(0)⟩ (1.1.40)

This shows the equivalence between Heisenberg picture and Schrödinger picture.

Unitary transformation

In the classical physics, to understand clearly and easily the dynamics on a rotating sys-

tem, taking a frame co-rotating with the system of interest allows us to remove complexity

arising from rotation and draw simply the dynamics accompanied extra-force. Analogous

to this classical physics, in quantum physics, it is often better and useful to introduce ro-

tating frame. Unitary transformation represents the coordinate transformation, therefore,

a transformation into rotating frame for interesting system is one of the unitary transfor-

mations.

Schrödinger equation is describe as (1.1.21). Unitary operator 𝒰 is introduced as,

|𝜓′⟩ = 𝒰 † |𝜓⟩ . (1.1.41)
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Applying this unitary operator into Schrödinger equation (1.1.21) is written as,

𝑖~
d

d𝑡
|𝜓′⟩ = 𝑖~

d𝒰 †

d𝑡
|𝜓⟩+ 𝑖~𝒰 † d

d𝑡
|𝜓⟩ (1.1.42)

=

(︂
𝑖~

d𝒰 †

d𝑡
𝒰 + 𝒰 †ℋ𝒰

)︂
|𝜓′⟩ (1.1.43)

=

(︂
−𝑖~𝒰 †d𝒰

d𝑡
+ 𝒰 †ℋ𝒰

)︂
|𝜓′⟩ (1.1.44)

≡ ℋ′ |𝜓′⟩ , (1.1.45)

where to transform from second equation to third equation, de�nition of the unitary op-

erator is used,

dℐ
d𝑡

=
d𝒰 †𝒰

d𝑡
=

d𝒰 †

d𝑡
𝒰 + 𝒰 †d𝒰

d𝑡
= 0 . (1.1.46)

Finally, the unitary transformed Hamiltonianℋ′
is given by,

ℋ′ = −𝑖~𝒰 †d𝒰
d𝑡

+ 𝒰 †ℋ𝒰 . (1.1.47)

Especially, if 𝒰 does not depend on time, (d𝒰/d𝑡 = 0), the transformed Hamiltonian is

simply written as,

ℋ′ = 𝒰 †ℋ𝒰 . (1.1.48)

1.1.4 Interaction picture

To consider interaction between systems or perturbation of system from external envi-

ronment, it is sometimes useful to take mixed picture of two Schrödinger and Heisenbarg

so called interaction picture. Let Hamiltonian ℋ be separated into two parts, the main

physical systemℋ0 and the interactionℋint

ℋ = ℋ0 +ℋint . (1.1.49)

In the interaction picture, state vector

⃒⃒
𝜓𝐼(𝑡)

⟩︀
and observable𝒜𝐼(𝑡) both depend on time,

and are de�ned as

⃒⃒
𝜓𝐼(𝑡)

⟩︀
= exp

(︂
𝑖

~
ℋ0𝑡

)︂
|𝜓(𝑡)⟩ , (1.1.50)

𝒜𝐼(𝑡) = exp

(︂
𝑖

~
ℋ0𝑡

)︂
𝒜 exp

(︂
− 𝑖
~
ℋ0𝑡

)︂
. (1.1.51)
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Then Schrödinger equation in the interaction picture can be expressed,

𝑖~
d

d𝑡

⃒⃒
𝜓𝐼(𝑡)

⟩︀
= ℋ𝐼

𝑖𝑛𝑡(𝑡)
⃒⃒
𝜓𝐼(𝑡)

⟩︀
(1.1.52)

The formal solution of this equation is given by

⃒⃒
𝜓𝐼(𝑡)

⟩︀
= exp

(︂
𝑖

~
ℋ0𝑡

)︂
exp

(︂
− 𝑖
~
ℋ𝑡
)︂
|𝜓(0)⟩ . (1.1.53)

On the other hand, the observable 𝒜𝐼(𝑡) still follows the equation of motion analogous

to (1.1.37),

d𝒜𝐼(𝑡)

d𝑡
=
𝑖

~
[︀
ℋ0,𝒜𝐼(𝑡)

]︀
. (1.1.54)

Therefore, in the interaction picture, the time evolution of the state vector is governed by

the main Hamiltonianℋ0 (1.1.50), while the time evolution of the observable is governed

by the interaction (1.1.51).

1.1.5 Mixed state and Density Matrix

A system is usually written probabilistically by combination set of wavefunction |𝜓𝑘⟩ and

classical probability 𝑞𝑖 appearing in the wavefunction (1 ≤ 𝑘 ≤ 𝑠, where 𝑠 is the number

of pure eigenstates of the system). It is called "Mixed state", that pure states are mixed

with classical probability. Usually this classical probability comes from classical noise of

environment and so on. To understand and describe this mixed state, it is useful that

density operator 𝜌 is introduced.

Density matrix

For state vector |𝜓𝑖⟩ of quantum system with classical probability 𝑞𝑖, density operator is

de�ned as

𝜌:=
∑︁
𝑖

𝑞𝑖 |𝜓𝑖⟩⟨𝜓𝑖| . (1.1.55)

From Born’ rule for measurement, probability that the measurement of the observable 𝒜
with the state vector |𝜓𝑖⟩ gives the result 𝜆𝑘 is

𝑝(𝑘) =
∑︁
𝑘

𝑞𝑘 ⟨𝜓𝑖|𝒫𝑘|𝜓𝑖⟩ . (1.1.56)
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Moreover to analyze this probability, "trace" is introduced to sum up diagonal element of

matrix of interest. For an arbitrarily operator 𝒜, with orthogonal basis {|𝜆𝑘⟩}

tr
[︁
𝒜
]︁

:=
∑︁
𝑘

⟨𝜆𝑘|𝒜|𝜆𝑘⟩ . (1.1.57)

Then measurement probability with classical probability is rewritten and linked to density

operator

𝑝(𝑘) =
∑︁
𝑖

𝑞𝑖 ⟨𝜓𝑖|𝒫𝑘|𝜓𝑖⟩ (1.1.58)

=
∑︁
𝑖

tr
[︁
𝒫𝑘𝑞𝑖 |𝜓𝑖⟩⟨𝜓𝑖|

]︁
(1.1.59)

= tr
[︁
𝒫𝑘𝜌

]︁
. (1.1.60)

On the other hand, the superposition state |𝜓⟩ =
∑︀

𝑖 𝑐𝑖 |𝜓𝑖⟩ is expressed using the density

operator 𝜌′

𝜌′ = |𝜓⟩⟨𝜓| (1.1.61)

=
∑︁
𝑖,𝑗

𝑐𝑖𝑐
*
𝑗 |𝜓𝑖⟩⟨𝜓𝑗| (1.1.62)

=
∑︁
𝑗

|𝑐𝑗|2 |𝜓𝑗⟩⟨𝜓𝑗|+
∑︁
𝑖 ̸=𝑗

𝑐𝑖𝑐
*
𝑗 |𝜓𝑖⟩⟨𝜓𝑗| , (1.1.63)

where last term represents non diagonal element of the density matrix. The diagonal

elements are determined by state probability, not by classical probability.

When a quantum state undergoes unitary time evolution |𝜓⟩ → 𝒰 |𝜓⟩, its density of

states is 𝜌 = |𝜓⟩⟨𝜓| → 𝒰 |𝜓⟩⟨𝜓| 𝒰 † = 𝒰𝜌𝒰 †
.

Quantum master equation

In a closed system with the Hamiltonian ℋ, each state vector |𝜓𝑘⟩ in the density ma-

trix 𝜌 =
∑︀

𝑘 𝑞𝑘 |𝜓𝑘⟩⟨𝜓𝑘| satis�es Schrödinger equation 𝑖~ d
d𝑡
|𝜓𝑘⟩ = ℋ |𝜓𝑘⟩. Then time
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evolution of the density matrix are derived as

𝑖~
d

d𝑡
𝜌 = 𝑖~

d

d𝑡

𝑠∑︁
𝑘=1

𝑞𝑘 |𝜓𝑘⟩⟨𝜓𝑘| (1.1.64)

=
𝑠∑︁

𝑘=1

𝑞𝑘ℋ̂ |𝜓𝑘⟩⟨𝜓𝑘| −
𝑠∑︁

𝑘=1

𝑞𝑘 |𝜓𝑘⟩⟨𝜓𝑘| ℋ̂ (1.1.65)

=
[︁
ℋ̂, 𝜌

]︁
, (1.1.66)

This is called "Liouville–von-Neumann" equation.

When a system of interest 𝒮 interacts with environment of not interest ℰ , the state of

the system |𝜓𝒮⟩ is e�ected from and leak into the environment, it is so-called decoherence.

To analyse this decoherence dynamics, time evolution of density matrix of the system 𝜌𝑆

is expressed as Master equation (Lindblad eqation) [89, 153, 88, 50]:

d

d𝑡
𝜌𝒮(𝑡) = − 𝑖

~

[︁
ℋ̂𝒮 , 𝜌𝒮(𝑡)

]︁
+

1

2

∑︁
𝑗

[︁
2�̂�𝑗𝜌𝒮(𝑡)�̂�†

𝑗 −
{︁
�̂�†
𝑗�̂�𝑗, 𝜌𝒮(𝑡)

}︁]︁
, (1.1.67)

where the operators �̂�𝑗 , called as Lindblad operator, usually correspond to "jump opera-

tors" to other state. The �rst term represents the "Liouville–von-Neumann" equation and

describes the unitary evolution of the density matrix. The second term represents the

non-unitary evolution such as decoherence by environment.

1.2 Quantum Bit

The most fundamental and smallest unit of quantum information is called as the quantum

bit or "qubit".

1.2.1 Basics of Quantum bits

A classical bit can take one of two di�erent states "0" or "1" such as "o�" or "on" of switch,

low" or "high" voltage of transistor, or "empty" or "full" of a capacitor. A qubit, however,

unlike those classical bit, can represent a coherent superposition of the two states, denoted

as |0⟩ and |1⟩, which are two orthonormal basis states. This two state system also has two

energy levels corresponding to either |0⟩ or |1⟩. When the di�erence between two levels

is ~𝜔q, its Hamiltonian is written asℋq = ~𝜔q𝜎𝑧/2, where 𝜎𝑧 := |0⟩⟨0|−|1⟩⟨1|. This qubit

corresponds to various physical systems, for example, as directions of persistent current

in a superconducting loop {|	⟩ , |�⟩} [186, 119, 193, 245, 103, 117, 148, 189, 241, 17, 18],

the number of cooper pairs of two superconductors {|𝑛cp⟩ , |𝑛cp + 1⟩} [175, 140], an ion
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trapped by a laser {|↑⟩ , |↓⟩} [23], or optical polarization {|𝐻⟩ , |𝑉 ⟩}, and so on. An

individual qubit has an arbitrary state, |𝜓⟩ expressed by,

|𝜓⟩ = 𝛼 |0⟩+ 𝛽 |1⟩ , (𝛼, 𝛽 ∈ C, |𝛼|2 + |𝛽|2 = 1) (1.2.1)

where 𝛼 and 𝛽 are complex numbers and normalized. 𝛼 and 𝛽 represent the weight of |0⟩
and |1⟩ states in the superposition state, and are called complex probability amplitudes.

Bloch sphere

Although the representation (1.2.1) of the qubit state using the complex number is helpful

in calculating quantum state, it is still not easy to imagine geometrically. To illustrate the

state of a qubit, complex probability amplitudes 𝛼 and 𝛽 are replaced with real numbers

𝑎, 𝑏, 𝜃𝑎, 𝜃𝑏: 𝛼 = 𝑎e𝑖𝜃𝑎 and 𝛽 = 𝑏e𝑖𝜃𝑏 . Then the state of qubit |𝜓⟩ is expressed as

|𝜓⟩ = 𝛼 |0⟩+ 𝛽 |1⟩
= 𝑎e𝑖𝜃𝑎 |0⟩+ 𝑏e𝑖𝜃𝑏 |1⟩
= e𝑖𝜃𝑎

(︀
𝑎 |0⟩+ 𝑏e𝑖(𝜃𝑏−𝜃𝑎) |1⟩

)︀
≡ e𝑖𝜃𝑔

(︀
𝑎 |0⟩+ 𝑏e𝑖𝜑 |1⟩

)︀
, (1.2.2)

where 𝜃𝑔 represents the global phase, and 𝜑 = 𝜃𝑎 − 𝜃𝑏 represents the relative phase be-

tween the two states. Usually only relative phase can be observed physically. Another

angular variable 𝜃 introduced by 𝑎 = cos (𝜃/2), 𝑏 = sin (𝜃/2) with normalization condi-

Figure 1.2.1: Bloch’s sphere
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tion imposed on 𝛼 and 𝛽,

1 = |𝛼|2 + |𝛽|2 (1.2.3)

=
⃒⃒
𝑎e𝑖𝜃𝑎

⃒⃒2
+
⃒⃒
𝑏e𝑖𝜃𝑏

⃒⃒2
= 𝑎2 + 𝑏2 (1.2.4)

= cos2 (𝜃/2) + sin2 (𝜃/2) , (0 ≤ 𝜃 ≤ 𝜋) . (1.2.5)

Therefore, physically distinguishable states are represented by only two angular variables

𝜃 and 𝜑. The global phase 𝜃𝑑 can be ignored because e𝑖𝜃𝑔 |𝜓⟩ = |𝜓⟩, then arbitraly state of

qubit are expressed as,

|𝜓⟩ = cos(𝜃/2) |0⟩+ e𝑖𝜑 sin(𝜃/2) |1⟩ (1.2.6)

(0 ≤ 𝜃 ≤ 𝜋, 0 ≤ 𝜑 < 2𝜋) (1.2.7)

where a range of 𝜃 is reduced due to unique representation for state. Illustrating these 𝜃

and 𝜑 as polar and azimuthal angle in the spherical coordinate shown in �gure 1.2.1, a

physical pure state is mapped onto a point on the surface of the Bloch sphere.

Then in order to represent a unitary operation of a qubit on the Bloch sphere, it is useful

to describe the state as density operator 𝜌:

𝜌 = |𝜓⟩⟨𝜓| =
(︃

cos2 𝜃
2

e−𝑖𝜑 cos 𝜃
2

sin 𝜃
2

e𝑖𝜑 cos 𝜃
2

sin 𝜃
2

sin2 𝜃
2

)︃
(1.2.8)

=

(︃
1 + cos 𝜃 cos𝜑 sin 𝜃 − 𝑖 sin𝜑 sin 𝜃

cos𝜑 sin 𝜃 + 𝑖 sin𝜑 sin 𝜃 1− cos 𝜃

)︃
. (1.2.9)

Pauli operators

A two level system de�ned by basis |0⟩ and |1⟩. In this space, creation and annihilation

operators are de�ned as

𝜎+ := |1⟩⟨0| , (1.2.10)

𝜎− := |0⟩⟨1| . (1.2.11)

To control qubit, most basic operation are represented by Pauli operators, and when both

state vector are represented as |0⟩ → (1 0)T and |1⟩ → (0 1)T, matrix of Pauli operators
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are described by using creation and annihilation operators:

𝜎𝑥 = 𝜎+ + 𝜎− = |0⟩⟨1|+ |1⟩⟨0| →
(︃

0 1

1 0

)︃
, (1.2.12)

𝜎𝑦 = −𝑖(𝜎+ − 𝜎−) = 𝑖 |0⟩⟨1| − 𝑖 |1⟩⟨0| →
(︃

0 −𝑖
𝑖 0

)︃
, (1.2.13)

𝜎𝑧 = 𝜎+𝜎− − 𝜎−𝜎+ = |0⟩⟨0| − |1⟩⟨1| →
(︃

1 0

0 −1

)︃
, (1.2.14)

𝜎0 = 𝜎+𝜎− + 𝜎−𝜎+ = |0⟩⟨0|+ |1⟩⟨1| =
(︃

1 0

0 1

)︃
. (1.2.15)

Acting on the state |0⟩ or |1⟩, 𝜎𝑧 gives eigenvalue of qubit ±1, 𝜎𝑥,𝑦 changes state and

phase each other, and 𝜎𝑖 does not change the state.

The density operator of qubit (1.2.9) can be decomposed by those Pauli operators as

𝜌 =
1

2
(𝜎0 + 𝜎𝑥 cos𝜑 sin 𝜃 + 𝜎𝑦 sin𝜑 sin 𝜃 + 𝜎𝑧 cos 𝜃) (1.2.16)

=
1

2
(𝜎0 + r𝜌 · 𝜎) , (1.2.17)

where r := (𝑟𝑥 𝑟𝑦 𝑟𝑧) = (cos𝜑 sin 𝜃 sin𝜑 sin 𝜃 cos 𝜃) is Bloch vector and𝜎 = (𝜎𝑥 𝜎𝑦 𝜎𝑧)
T

is vector of the Pauli operators. Then on the Bloch sphere, the Bloch vector is rotated by

unitary operation of Pauli operators about 𝑥, 𝑦, and 𝑧 axes by given angle 𝜂:

ℛ𝑥(𝜂) := e−𝑖 𝜂
2
𝜎𝑥 = cos

𝜂

2
𝜎0 − 𝑖 sin

𝜂

2
𝜎𝑥 =

(︃
cos 𝜂

2
−𝑖 sin 𝜂

2

−𝑖 sin 𝜂
2

cos 𝜂
2

)︃
, (1.2.18)

ℛ𝑦(𝜂) := e−𝑖 𝜂
2
𝜎𝑦 = cos

𝜂

2
𝜎0 − 𝑖 sin

𝜂

2
𝜎𝑦 =

(︃
cos 𝜂

2
− sin 𝜂

2

−𝑖 sin 𝜂
2

cos 𝜂
2

)︃
, (1.2.19)

ℛ𝑧(𝜂) := e−𝑖 𝜂
2
𝜎𝑧 = cos

𝜂

2
𝜎0 − 𝑖 sin

𝜂

2
𝜎𝑧 =

(︃
e−𝑖𝜂/2 0

0 e𝑖𝜂/2

)︃
. (1.2.20)
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For example, the state 𝜌 is evolved byℛ𝑧(𝜂) around 𝑧-axis:

𝜌′ = ℛ𝑧(𝜂)𝜌ℛ†
𝑧(𝜂) (1.2.21)

= ℛ𝑧(𝜂)
1

2
(𝜎0 + r𝜌 · 𝜎)ℛ†

𝑧(𝜂) (1.2.22)

=
1

2

[︀
ℛ𝑧(𝜂)𝜎0ℛ†

𝑧(𝜂) +ℛ𝑧(𝜂)(r𝜌 · 𝜎)ℛ†
𝑧(𝜂)

]︀
(1.2.23)

=
1

2
[𝜎0 + (𝑟𝑥 cos 𝜂 − 𝑟𝑦 sin 𝜂)𝜎𝑥 + (𝑟𝑥 sin 𝜂 + 𝑟𝑦 cos 𝜂)𝜎𝑦 + 𝑟𝑧𝜎𝑧] (1.2.24)

=
1

2
(𝜎0 + r𝜌′ · 𝜎) , (1.2.25)

where r := (𝑟′𝑥 𝑟
′
𝑦 𝑟

′
𝑧) = (𝑟𝑥 cos 𝜂−𝑟𝑦 sin 𝜂 𝑟𝑥 sin 𝜂+𝑟𝑦 cos 𝜂 𝑟𝑧) is rotated Bloch vector.

Arbitrarily rotationℛ𝜉(𝜂) of a qubit for angle 𝜂 around arbitrarily axis 𝜉, which is a unit

vector of the axis, can be decomposed as,

ℛ𝜉(𝜂) = cos
𝜂

2
𝜎0 − 𝑖 sin

𝜂

2
𝜉 · 𝜎 (1.2.26)

= exp
(︁
−𝑖𝜂

2
𝜉 · 𝜎

)︁
. (1.2.27)

Therefore, this arbitrarily rotation evolves the state 𝜌 around the axis 𝜉 by angle 𝜂 as

𝜌′ = ℛ𝜉(𝜂)𝜌ℛ𝜉(𝜂)† . (1.2.28)

1.2.2 Qubit dynamics

Interaction between qubit and environment gives rise to decoherence due to relaxation

and dephasing. Here both mechanisms are brie�y derived from the master equation

(1.1.67).

Qubit relaxation

Let qubit be at excited state |1⟩, then it may release photon and relax into the ground state

|0⟩. Assuming that a rate of releasing photon into vacuum is 𝛾0, in the master equation,

this process is described by the Lindblad operator 𝐿rx =
√
𝛾0𝜎−. The initial state of the

qubit 𝜌rx at 𝑡 = 0 is expressed as

𝜌rx(0) =

(︃
𝜌rx0 𝜌rx+
𝜌rx*+ 1− 𝜌rx0

)︃
. (1.2.29)
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Then, the master equation describing this process is also expressed as

d𝜌rx
d𝑡

= [ℋ, 𝜌rx] + 𝛾0

(︂
𝜎−𝜌rx𝜎+ −

1

2
{𝜎+𝜎−, 𝜌rx}

)︂
. (1.2.30)

This master equation can be solved straightforwardly as,

𝜌rx(𝑡) =

(︃
𝜌rx0 e−𝛾0𝑡 𝜌rx+ e−𝛾0𝑡/2

𝜌rx*+ e−𝛾0𝑡/2 1− 𝜌rx0 e−𝛾0𝑡

)︃
. (1.2.31)

(1.2.32)

This solution shows that the type of the Lindblad operator 𝐿rx =
√
𝛾0𝜎− collapses the

state from pure state at the surface of the Bloch sphere into thermally equivalent value of

the environment at inside of the Bloch sphere.

Qubit dephasing

Let qubit be at a superposition state |+⟩ = (|0⟩+ |1⟩)/
√

2, then it may be disturbed

by environment. A rate of disturbance of phase between |0⟩ and |1⟩ is 𝛾p by splitting the

Bloch vector due to the phasing of the qubit. Assuming that a rate of releasing photon into

vacuum is 𝛾0, in the master equation, this process is described by the Lindblad operator

𝐿dp =
√
𝛾dp𝜎𝑧 . The initial state of the qubit 𝜌dp at 𝑡 = 0 is expressed as

𝜌dp(0) =

(︃
𝜌dp0 𝜌dp+
𝜌dp*+ 1− 𝜌dp0

)︃
(1.2.33)

Then, the master equation describing this process also expressed as

d𝜌dp
d𝑡

= [ℋ, 𝜌dp] + 𝛾dp

(︂
𝜎𝑧𝜌dp𝜎𝑧 −

1

2

{︀
𝜎2
𝑧 , 𝜌dp

}︀)︂
. (1.2.34)

This master equation can be solved as,

𝜌dp(𝑡) =

(︃
𝜌dp0 𝜌dp+ e−𝛾0𝑡

𝜌dp*+ e−𝛾0𝑡 1− 𝜌dp0

)︃
, (1.2.35)

(1.2.36)

This solution shows that the type of the Lindblad operator 𝐿dp collapses the state from

pure state at the surface of the Bloch sphere into zero at the center of the Bloch sphere.
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1.2.3 Entanglement

Bell pairs

For two qubit system on Hilbert space H⊗2
, there are choices of basis set. For instance,

{|00⟩ , |01⟩ , |10⟩ , |11⟩} can be taken as orthogonal basis. Consider superposition state of

two of these basis,

⃒⃒
Φ±⟩︀

bell
=

1√
2

(|00⟩ ± |11⟩) , (1.2.37)⃒⃒
Ψ±⟩︀

bell
=

1√
2

(|01⟩ ± |10⟩) . (1.2.38)

Both |Φ⟩±bell and |Ψ⟩±bell are so called Bell pair or EPR pair. When one qubit state is de-

termined on the basis by projection measurement, simultaneously the other qubit state is

projected [65, 11, 6] .

Three qubits entanglement

To extend the number of qubit in the system [98], from two qubits to three qubits on

Hilbert space H⊗3
, there are two non-biseparable states of three-qubit states, which can-

not be separated into each other by local quantum operations. one of the these states is

so-called Greenberger–Horne–Zeilinger (GHZ) state [94] expressed as

|GHZ⟩ =
1√
2

(|000⟩+ |111⟩) . (1.2.39)

The other state is so-called W state [62] expressed as

|W⟩ =
1√
3

= (|100⟩+ |010⟩+ |001⟩) . (1.2.40)

Both are entangled state of three qubits. However, once one party of the state is traced

out, the di�erence of the entanglement properties between GHZ and W states appear. Let

both states be taken partial trace of the third qubit, for GHZ state, the reduced density

operator of the two qubits is given by

𝜌12(GHZ) = tr3(|GHZ⟩⟨GHZ|) =
1

2
|00⟩⟨00|12 +

1

2
|11⟩⟨11|12 , (1.2.41)
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where tr𝑘(𝜌) represents the partial trace out of the state 𝜌 for 𝑘-th qubit. On the other

hand, for W state, the reduced density operator of the two qubits is given by

𝜌12(W) = tr3(|W⟩⟨W|) =
2

3

⃒⃒
Φ+
⟩︀⟨︀

Φ+
⃒⃒
12

+
1

2
|00⟩⟨00|12 . (1.2.42)

One of the most remarkable di�erence properties between the GHZ state and the W state

is the fact that for the GHZ state, the partial trace of the only one party destroys entangle-

ment completely, on the other hand, the partial trace of density operator contains a Bell

pair in case of W state. Thus, after tracing out the one of the state of the GHZ state, two

states remaining are separated which is represented by

∑︀
𝑘,𝑗 𝑐𝑘𝑐𝑗 |𝜓𝑘⟩ ⊗ |𝜓𝑗⟩.
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Chapter 2

Review of Superconducting Circuit

2.1 Superconductivity

Superconductors are characterized by in�nite electrical conductivity and the Meissner ef-

fect [167], in which magnetic �elds are excluded from the superconductor’s interior [224,

137]. These properties are manifested by the fact that the superconductor is in a macro-

scopic quantum state. This macroscopic quantum state means that the many particles in

the superconductor behave as a whole in a manner described by quantum mechanics with

marring two electrons so-called "Cooper pair" forming. The electrons start to move with

creating order, not independently and randomly. This is called an emergent phenomenon.

This order in a superconductor is governed by the number of charges 𝑛cp and the phase

𝜑. These two are conjugate variables. Curiously, in quantum mechanics, two conjugate

variables cannot be determined simultaneously. This is called an uncertainty principle.

The position 𝑥 and momentum 𝑝 is an example of the conjugate variables. The number

of charges and the phase are also the conjugate variables.

2.1.1 BCS theory and superconducting energy gap

In the presence of the attractive interaction, the many-body electron system becomes

unstable towards the formation of a new ground state, where these Cooper pairs prolif-

erate. According to Bardeen–Cooper–Schrie�er (BCS) theory of superconductivity [48, 7,

8, 224], superconducting gap ∆sc is determined at �nite temperature by

∆sc =
1

2
𝑣0
∑︁
𝑘

∆sc

𝐸𝑘

tanh

(︂
1

2
𝛽𝐸𝑘

)︂
(2.1.1)

⇔ 1 =
1

2
𝑣0
∑︁
𝑘

1√︁
𝜉2𝑘 + |∆sc|2

tanh

[︂
1

2
𝛽

√︁
𝜉2𝑘 + |∆sc|2

]︂
, (2.1.2)
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where 𝐸𝑘 =
√︁
𝜉2𝑘 + |∆sc|2 is excitation energy of the quasiparticles, 𝛽 = 1/𝑘𝐵𝑇 , and 𝑣0

is coupling constant of electrons in the Cooper pair.

At 𝑇 = 0, the the superconducting gap is given by

∆sc(0) = 2~𝜔Debye exp

(︂
− 1

𝑣0𝐷0

)︂
(2.1.3)

where ~𝜔Debye is Debye energy which represents the approximately maximum energy of

the phonon in the superconductor, and 𝐷0 is the density of state in the superconductor.

Around 𝑇 ≈ 𝑇𝑐, the the superconducting gap is given by

∆sc(𝑇 )

∆sc(0)
≈ 1.74

(︂
1− 𝑇

𝑇𝑐

)︂1/2

, (2.1.4)

2|∆sc(0)|
𝑘𝐵𝑇𝑐

≈ 3

1.13
≈ 3.54 . (2.1.5)

2.1.2 London equation and penetration depth

When external magnetic �eld is applied to a superconductor, it is only penetrating the

surface of the superconductor. There are no magnetic �eld inside superconductor, called

"Meissener e�ect". To represent this penetration phenomenon, London equation [159]

gives the relation between current and vector potential on the superconductor.

J = −𝜇0𝜆
2
LA , (2.1.6)

where J is current density, A is vector potential (magnetic �eld is 𝐵 = ∇×A), and 𝜆L

is constant value representing material characters (shown later). Using both the equation

(2.1.6) and Maxwell’ equation ∇×𝐵 = 𝜇0J leads

∇2𝐵 =
𝐵

𝜆2L
(2.1.7)

This equation represents the penetration amplitude of the magnetic �eld at the depth 𝑑

from surface of the superconductor:

𝐵(𝑑) = 𝐵0 exp

(︂
− 𝑑

𝜆L

)︂
. (2.1.8)
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Here London penetration depth 𝜆L characterizes the amount of the external magnetic

�eld penetrating and at temperature 𝑇 [164, 97]

𝜆L(𝑇 ) = 𝜆L(0)
1√︂

1−
(︁

𝑇
𝑇𝑐

)︁4 . (2.1.9)

𝜆L(0) =

√︃
𝑚𝑐2

4𝜋𝑛𝑠𝑒2
, (2.1.10)

where 𝑚 is a mass of the particle, 𝑐 is speed of right, and 𝑛𝑠 and−𝑒 is density and charge

of the electron.

2.1.3 Ginzburg–Landau equation and coherence length

To express the phenomena of thermodynamic nature and magnetic nature, usually Ginzburg–

Landau (GL) equation [139] is used. The phase transition between normal conductivity

and superconductivity is characterized by the order parameter (wave function) Ψ when

external magnetic �eld is zero. The wave function is related to the electron density by

𝑛𝑠 = |Ψ|2 . (2.1.11)

From a minimum condition of the di�erence of the free energy between normal and su-

perconducting phase min 𝑓𝑠 − 𝑓𝑛, the equation that wave function satis�es is derived as

𝑎(𝑇 )Ψ + 𝑏(𝑇 )Ψ|Ψ|2 = 0, (2.1.12)

and it gives

|Ψ|2 = −𝑎(𝑇 )

𝑏(𝑇 )
, (2.1.13)

where 𝑎(𝑇 ) and 𝑏(𝑇 ) are satisfy for critical magnetic �eld 𝐻𝑐(𝑇 ) at temperature 𝑇

𝑓𝑠 − 𝑓𝑛 = −1

2

𝑎(𝑇 )2

𝑏(𝑇 )
= −𝐻𝑐(𝑇 )2

8𝜋
. (2.1.14)

The equation of motion at the zero electromagnetic �eld is

~
2𝑚*∇

2Ψ = 𝑎(𝑇 )Ψ + 𝑏(𝑇 )Ψ|Ψ|2 , (2.1.15)

where 𝑚*
is mass of the particle. This equation is called Ginzburg–Landau (GL) equa-

tion. To evaluate Ψ, the small di�erence 𝛿Ψ from equilibrium value Ψ∞ and normalized
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function ℎ are de�ned as

|Ψ∞|2 := −𝑎/𝑏 , (2.1.16)

ℎ :=
Ψ

Ψ∞
=

(Ψ∞ + 𝛿Ψ)

Ψ∞
= 1 + 𝑔(𝑥) . (2.1.17)

Then GL equation can be rewrite as

𝜉2GL

d2𝑔

d𝑥2
+ (1 + 𝑔)− (1 + 3𝑔 + 3𝑔2 + 𝑔3) = 0 , (2.1.18)

𝜉GL(𝑇 ) =
~√︀

|2𝑚*𝑎(𝑇 )|
(2.1.19)

where 𝜉GL is called Ginzburg-Landau (GL) coherence length When 𝑔 is small, higher order

terms are negligible:

𝜉2
d2𝑔

d𝑥2
− 2𝑔 = 0 . (2.1.20)

Then this solution is

Ψ

Ψ∞
+ 1 = 𝑔(𝑥) ≈ exp

(︂
−
√

2
𝑥

𝜉GL(𝑇 )

)︂
. (2.1.21)

Therefore, the wave function of superconductor distributes around this GL coherence

length, where probability amplitude of wave function is decreased into 1/e.

2.1.4 Josephson junction

When two superconductors are su�ciently close to each other with interrupting insula-

tor between them, called "Josephson Junction" [128]. To analyze the this junction, wave

functions of both superconductor Ψ1,2 are assumed to represented as Ψ1,2 =
√︀
𝜌𝑒1,2e

𝑖𝜃1,2
,

where 𝜃1,2 is the phases on the two sides of the junction and 𝜌𝑒1,2 is the density of electrons

at those two points.

𝑖~
𝜕Ψ1

𝜕𝑡
= +2𝑒𝑉Ψ1 +𝐾Ψ1 , (2.1.22)

𝑖~
𝜕Ψ2

𝜕𝑡
= −2𝑒𝑉Ψ2 +𝐾Ψ2 . (2.1.23)

The constant𝐾 represents the leakage by coupling through the junction from one side to

the other. To across the junction, there is a potential di�erence 2𝑒𝑉 = 𝑈1 − 𝑈2 and zero

energy point is set at the center of two energies. These equations are solved straightfor-
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wardly as

d𝜌1
d𝑡

= +
2

~
𝐾
√
𝜌2𝜌1 sin𝜙 , (2.1.24)

d𝜌2
d𝑡

= −2

~
𝐾
√
𝜌1𝜌2 sin𝜙 , (2.1.25)

d𝜃1
d𝑡

= −1

~
𝐾

√︂
𝜌2
𝜌1

cos𝜙− 𝑞𝑉

2~
, (2.1.26)

d𝜃2
d𝑡

= −1

~
𝐾

√︂
𝜌1
𝜌2

cos𝜙+
𝑞𝑉

2~
, (2.1.27)

where phase di�erence is 𝜃2−𝜃1 = 𝜙. From the �rst two equations (2.1.24) and (2.1.25) lead

that 𝜌1 = −𝜌2 := 𝜌0. When at �rst there is a phase di�erence of the wave function across

the junction, the �ow is happen from one side to the other side without extra electrical

force because of taking balance of the electrons,. This is called the DC Josephson e�ect.

Josephson current is given by

𝐼 = 𝐼𝑐 sin𝜙 , (2.1.28)

where 𝐼𝑐 := 2𝐾𝜌0/~ is maximum current, called critical current, unless Cooper pairs are

broken, otherwise, once the superconducting current exceeds the critical current, Cooper

pairs are destroyed and suddenly quasiparticles appears. In order to operate the circuit

with Josephson junction in quantum regime, current should be well below the critical

current, otherwise dissipation and �nite voltage appear at the junction accompanied by a

resistive current.

Furthermore, the other pair of the equations (2.1.26) and (2.1.27) leads the dynamics of

the phase di�erence.

d𝜙

d𝑡
=

d𝜃2
d𝑡
− d𝜃1

d𝑡
=

2𝑒𝑉

~
(2.1.29)

When a voltage is applied between these two superconductors, the relative phase varies

linearly in time as,

𝑉 =
~
2𝑒
�̇� =

Φ0

2𝜋
�̇� =

dΦ

d𝑡
, (2.1.30)

where Φ0 := ℎ/(2𝑒) is �ux quantum and Φ := Φ0𝜙. According to (2.1.28), this phase

variation caused the oscillating current. This phenomenon is called the AC Josephson

e�ect. Despite the fact that the Josephson e�ect occurs in the a macroscopic system,

Planck’s constant ℎ that is the smallest units of quantum mechanics , and the elementary

charge 𝑒, are directly related to this e�ect.
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CJ

EJ

Figure 2.1.1: Circuit schematic of Josephson junction

CJ

EJ

Figure 2.1.2: Circuit schematic of Josephson junction separated Junction capacitor

Ambegaokar–Baratof relation

The maximum current depends on the superconducting energy gap ∆𝑠𝑐 and resistance𝑅𝑗

through the relation is expressed as [2]

𝐼𝑐 =
𝜋∆𝑠𝑐(𝑇 )

2𝑒𝑅𝑗

tanh
∆𝑠𝑐(𝑇 )

2𝑘𝐵𝑇
. (2.1.31)

Josephson inductance

When the current and the phase of the Josephson junction varies by time, using Josephson

e�ect representations, the dynamics of the current is expressed as

𝜕𝐼

𝜕𝑡
=
𝜕𝐼

𝜕𝜙

𝜕𝜙

𝜕𝑡
= 𝐼𝑐 cos𝜙 · 2𝑒

~
𝑉 . (2.1.32)

From this equation, the inductance relation of voltage and current is regards as

𝑉 = 𝐿(𝜙)
𝜕𝐼

𝜕𝜙
, 𝐿(𝜙) =

𝐿𝐽

cos𝜙
,𝐿𝐽 =

Φ0

2𝜋𝐼𝑐
. (2.1.33)

Here 𝐿𝐽 is a characteristic parameter of the Josephson junction, called Josephson induc-

tance.
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Josephson Energy

The energy is stored in the Josephson junction with current 𝐼𝐽 through and voltage 𝑉𝐽

across the junction.

ℰ𝐽 =

∫︁ 𝑡0

0

𝐼𝐽𝑉𝐽 d𝑡 (2.1.34)

=

∫︁ 𝑡0

0

𝐼𝑐 sin𝜙 · ~
2𝑒

d𝜙

d𝑡
d𝑡 (2.1.35)

=
𝐼𝑐Φ0

2𝜋

∫︁ 𝜙(𝑡)

𝜙(0)

sin𝜙 d𝜙 (2.1.36)

= ℰ𝐽0(1− cos𝜙) (2.1.37)

where ℰ𝐽0 := 𝐼𝑐Φ0/2𝜋 is Josephson coupling energy.

2.1.5 Flux quantization

Ginzburg–Landau (GL) equation describes macroscopic superconducting phenomena (2.1.3).

From the GL equation, a density of supercurrent j can be derived as

Λj = ~∇𝜙− 2𝑒A𝑣𝑝 , (2.1.38)

where London coe�cient is Λ, a phase of superconductor is 𝜙, a vector potential is A𝑣𝑝.

For loop superconductor with junction, line integration of equation (2.1.38) is taken alone

given closed arbitrary curve 𝐶 in the loop.

Λ

∮︁
𝐶

j · dl =

∮︁
𝐶

(~∇𝜙− 2𝑒A𝑣𝑝) · dl (2.1.39)

From London equation, supercurrent is given by 𝑗(𝑥) = 𝑗0 exp(−𝑥/𝜆𝐿) at a depth 𝑥 from

surface of superconductor. Here, 𝜆𝐿 is called as London penetration depth, which is re-

garded as an index parameter in the analysis of actual superconductor when fabricating

superconducting quantum circuit such as qubit, microwave resonator and so on. The pen-

etration depth also depends on material and temperature. When the thickness or width

of the superconductor is much less than the penetration depth, there is no current inside

the superconductor, i.e., gives j = 0, and thus (2.1.39)∮︁
𝐶

∇𝜙 · dl =
2𝑒

~

∮︁
𝑐

A𝑣𝑝 · dl . (2.1.40)
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Φ

EJ

2

EJ

2

Figure 2.1.3: Circuit schematic of SQUID

The left hand side of (2.1.40) is given by phase di�erence of the junction. The requirement

that the order parameter be single-valued leads to∮︁
𝐶

∇𝜙 · dl = 𝜙+ 2𝜋𝑘 (𝑘 ∈ Z) (2.1.41)

On the other hand, the right hand term can be rewritten by using Stokes’ theorem as

2𝑒

~

∮︁
𝐶

A𝑣𝑝 · dl =
2𝑒

~

∫︁
𝑆

(∇×A𝑣𝑝) · ds (2.1.42)

=
2𝑒

~

∫︁
𝑆

B · ds =
2𝑒

~
Φ . (2.1.43)

Using (2.1.41) and (2.1.43) in (2.1.40) gives the �ux quntization

Φ0

(︁ 𝜙
2𝜋

+ 𝑘
)︁

= Φ , (2.1.44)

where Φ0 = ℎ/(2𝑒).

2.1.6 Superconducting quantum interference device (SQUID)

Superconducting quantum interference device (SQUID) is based on superconducting loop

with Josephson junction (shown in �gure 2.1.3) [3, 120, 45].

dc-SQUID

Potential energy of the dc-SQUID 𝑈squid is calculated as

𝑈squid = −𝐸𝐽

2
cos𝜙1 −

𝐸𝐽

2
cos𝜙2 (2.1.45)

= −𝐸𝐽 cos

(︂
𝜙1 + 𝜙2

2

)︂
cos

(︂
𝜙1 − 𝜙2

2

)︂
, (2.1.46)



2.2. Superconducting microwave circuit 33

where 𝜙𝑖 is phase drop at each junction. To quantize the �ux 2.1.5, total phase is zero

along the loop with external �ux Φ penetrating the SQUID loop:

2𝜋
Φ

Φ0

+ 𝜙1 − 𝜙2 = 0 . (2.1.47)

Thus, Potential energy (2.1.46) is rewritten by

𝑈squid = −𝐸𝐽 cos

(︂
𝜙1 + 𝜙2

2

)︂
cos

(︂
𝜋

Φ

Φ0

)︂
(2.1.48)

= −𝐸J,squid(Φ) cos

(︂
𝜙1 + 𝜙2

2

)︂
, (2.1.49)

where 𝐸J,squid := 𝐸𝐽 cos (𝜋Φ/Φ0). Comparing with the single Josephson junction 2.1.4,

SQUID can be regarded as the tunable Josephson junction by external �ux.

Screening parameter

The screening parameter [224, 195] is de�ned as the ratio of the loop inductance of the

SQUID to the Josephson inductance,

𝛽s :=
𝐿𝑔

𝐿𝐽

=
𝐿𝑔𝐼𝑐

Φ0/(2𝜋)
. (2.1.50)

Thus, when the loop inductance becomes large, circulating current does not change by

external �ux.

2.2 Superconducting microwave circuit

In general, cavity in circuit composes two elements, one element is capacitance 𝐶 and

the other is inductance 𝐿 in circuit. Using superconducting material at low temperature,

circuit has ideally no resistance 𝑅, which allows for the description in terms of an ideal

harmonic oscillator. The other view point of resonator is characterised by angular fre-

quency 𝜔𝑟 := 1/
√
𝐿𝐶 and characteristic impedance 𝑍𝑟 :=

√︀
𝐿/𝐶 . On the capacitance,

charge𝑄 is stored and related to current 𝐼 through charge conservation. The �ux Φ along

the inductance depends on voltage according to the Farady’s induction law,

𝑄(𝑡) =

∫︁ 𝑡

𝑡0

𝐼(𝑡′) d𝑡′ , (2.2.1)

Φ(𝑡) =

∫︁ 𝑡

𝑡0

𝑉 (𝑡′) d𝑡′ . (2.2.2)
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Figure 2.2.1: Harmonic oscillator

2.2.1 Harmonic oscillator

Before starting the analysis of the superconducting quantum circuit, a simple harmonic

oscillator is prepared. Almost all superconducting quantum circuit can be described as

the harmonic oscillator system with some perturbation. A classical mechanical oscillator

with its mass 𝑚 and the angular frequency 𝜔 has the kinetic and potential energy T and

U ,

T =
1

2
𝑚𝑞2 , U =

1

2
𝑚𝜔2𝑞2 , (2.2.3)

where 𝑞 is the generalized coordinate. Then the Lagrangian is given by

ℒ(𝑞, 𝑞) = T −U =
1

2
𝑚𝑞2 − 1

2
𝑚𝜔2𝑞2 . (2.2.4)

The momentum conjugate to 𝑞 is given by

𝑝 =
𝜕ℒ
𝜕𝑞

= 𝑚𝑞 , (2.2.5)

Legendre transformation leads to the Hamiltonian

ℋ = 𝑝𝑞 − ℒ (2.2.6)

=
1

2𝑚
𝑝2 +

1

2
𝑚𝜔2𝑞2 . (2.2.7)

To transform from classical physics to quantum physics, we replace the canonical valu-

ables 𝑞 and 𝑝 with the operators and introduce the commutation relation,

[𝑞, 𝑝] = 𝑖~ . (2.2.8)
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In the case of the harmonic oscillator, it is useful to introduce the ladder operators de�ned

as

�̂� :=

√︂
𝑚𝜔

2~

(︂
𝑞 +

𝑖

𝑚𝜔
𝑝

)︂
, (2.2.9)

�̂�† :=

√︂
𝑚𝜔

2~

(︂
𝑞 − 𝑖

𝑚𝜔
𝑝

)︂
. (2.2.10)

One can show that these ladder operators satisfy the commutation relation

[︀
�̂�, �̂�†

]︀
=

1

𝑖~
[𝑞, 𝑝] = 1 . (2.2.11)

Using these ladder operators, 𝑞 and 𝑝 are written as,

𝑞 =

√︂
~
2

1

𝑚𝜔

(︀
�̂�† + �̂�

)︀
, (2.2.12)

𝑝 = 𝑖

√︂
~
2
𝑚𝜔
(︀
�̂�† − �̂�

)︀
. (2.2.13)

Then Hamiltonian (2.2.7) are �nally written as

ℋ =
1

4
~𝜔
(︀
�̂�† + �̂�

)︀2 − 1

4
~𝜔
(︀
�̂�† − �̂�

)︀
, (2.2.14)

=
1

2
~𝜔
(︀
�̂�†�̂�+ �̂��̂�†

)︀
, (2.2.15)

= ~𝜔
(︂
�̂�†�̂�+

1

2

)︂
. (2.2.16)

The last term of Hamiltonian 1/2 represents the zero point �uctuation. It is often omitted

from the Hamiltonian because in usual physical system, it is just o�set of the energy.

Thus, the Hamiltonian of the harmonic oscillator is written as

ℋ = ~𝜔�̂�†�̂� . (2.2.17)

2.2.2 Lagrangian for the LC resonator

To analyze the dynamics of a superconducting quantum circuit, a linear LC oscillator

is classically described, which has an ideal capacitor and an ideal inductor. In the LC

resonator circuit shown in �gure 2.2.2, electrical energy stored in the capacitance 𝐶 and

magnetic energy stored in the inductance 𝐿 oscillate out-of-phase with each other. To

contrast with Sec. 2.2.1, in this system, usually electrical energy is analogous to "kinetic

energy" and magnetic energy is analogous to "potential energy" of the harmonic oscillator.
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Figure 2.2.2: Schematic of LC resonator

In general, at arbitrarily time 𝑡, both electrical and magnetic energies are obtained from

voltage and current, and expressed in terms of �ux Φ (2.2.2) as canonical coordinate [55]

T𝐿𝐶 := E𝐸(𝑡) =

∫︁ 𝑡

−∞
𝐶𝑉 (𝑡′) d𝑡′ =

∫︁ 𝑡

−∞
𝐶

dΦ(𝑡′)

d𝑡′
d𝑡′ =

1

2
𝐶Φ̇2 , (2.2.18)

U𝐿𝐶 := E𝐵(𝑡) =

∫︁ 𝑡

−∞
𝐿𝐼(𝑡′) d𝑡′ =

∫︁ 𝑡

−∞
𝐿

∫︁ 𝑡′

−∞

d𝐼(𝑡′′)

d𝑡′′
d𝑡′ d𝑡′′ (2.2.19)

=

∫︁ 𝑡

−∞

∫︁ 𝑡′

−∞
𝑉 (𝑡′′) d𝑡′ d𝑡′′ =

∫︁ 𝑡

−∞
Φ(𝑡′) d𝑡′ =

1

2
𝐿Φ2 , (2.2.20)

The Lagrangian of this system is de�ned as the di�erence between kinetic (electrical)

and potential (magnetic) energy, and expressed as,

ℒ𝐿𝐶(Φ, Φ̇) = T𝐿𝐶 −U𝐿𝐶 =
1

2
𝐶Φ̇2 − 1

2
𝐿Φ2 . (2.2.21)

Then the canonical conjugate valuable is

dℒ𝐿𝐶

dΦ̇
= 𝐶Φ̇(𝑡) (2.2.22)

=𝐶𝑉 (𝑡) =

∫︁ 𝑡

−∞
𝐶

d𝑉 (𝑡′)

d𝑡′
d𝑡′ =

∫︁ 𝑡

−∞
𝐼(𝑡′) d𝑡′ = 𝑄 , (2.2.23)

where Farady’ low (2.2.2) and equation (2.2.1) are used. The above equation show that

the canonical conjugate valuable corresponds to the charge 𝑄 on capacitor. Hamiltonian

of this system is generated by Legendre transformation of the Lagrangian with canonical

valuables 𝑄 and Φ as

ℋ𝐿𝐶 = 𝑄Φ̇− ℒ𝐿𝐶 =
𝑄2

2𝐶
+

Φ2

2𝐿
. (2.2.24)

This Hamiltonian has the same form as mechanical oscillator Hamiltonian (2.2.7). The
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correspondences between the canonical variables and coe�cient parameters are given

by,

𝑞 → 𝑄 , 𝑝→ Φ (2.2.25)

1

𝑚𝜔2
→ 𝐶 , 𝑚→𝐿 , 𝜔 → 1√

𝐿𝐶
. (2.2.26)

Then the canonical variables can be quantized by introducing the commutation relation,[︁
Φ̂, �̂�

]︁
= Φ̂�̂�− �̂�Φ̂ = 𝑖~ . (2.2.27)

From equation (2.2.9) and (2.2.10), the standard annihilation �̂� and creation �̂� operators of

harmonic oscillator are written as

Φ̂ = Φzpf

(︀
�̂�† + �̂�

)︀
, (2.2.28)

�̂� = 𝑖𝑄zpf

(︀
�̂�† − �̂�

)︀
, (2.2.29)

where characteristic zero-point �uctuations of the �ux and charge are given by

Φzpf =

√︂
~
2

1

𝜔𝑟𝐶
=

√︂
~
2
𝑍𝑟 , (2.2.30)

𝑄zpf =

√︂
~
2
𝜔𝑟𝐶 =

√︂
~
2

1

𝑍𝑟

. (2.2.31)

2.2.3 Coplanar waveguide resonator

To form harmonic oscillator in superconducting circuit, there are various structures pat-

tering on planar circuit [196]. There are several styles of planar resonators, each charac-

terized by a unique electric and magnetic �eld pattern. One of the most commonly used

on-chip resonator styles is the “coplanar waveguide” (CPW) resonator. An on-chip res-

onator is formed from thin-�lms deposited onto a substrate. The resonator structure is

de�ned from the patterning of a thin metallic �lm which is deposited on the surface.

The coplanar waveguide is catheterized by center line (feed line) and a plane on either

side, where width of center line is 𝑤, gaps between center line and ground plane is 𝑠, and

thickness of the �lm 𝑡 (shown in the �gure 2.2.4). Although the capacitance and inductance

of LC resonator describing above section ideally completely are separated each other so

called lamped elements, coplanar waveguide have distributed small element of capacitor

and inductor. The capacitance of coplanar waveguide is de�ned in terms of the potential

di�erence between center line and ground plane on either side. The inductance of the

coplanar waveguide is de�ed the parallel lines of the center line and ground plane. The
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Figure 2.2.3: Schematic of the coplaner waveguide
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Figure 2.2.4: Cross section of the coplaner waveguide

electromagnetic �eld is traveling along the feed line. This structure is the 2D analogy of

the coaxial cable (3D line) in 2D-planar circuit.

To generate cavity in this 2D form, one needs to prepare "mirror" for the electrical mi-

crowave. In electrical microwave circuit, there are several ways to make a mirror. When

impedance has a spatial discontiunity, microwave along the feed line are refracted at the

discontinuous point. For example, at open end of the feed line, voltage is maximum and

there is no current because of capacitance between end of center line and across side

(2.2.3). Then two such open end are produced in feed line, there is one isolated line

from electrically by capacitance. In this isolated line form resonator as Fabry-Perot cavity,

where capacitance act as mirror.

Transmission line resonator

To �nd modes of a distributed resonator, we consider telegrapher model of an open-ended

transmission line resonator of length 𝑑. The i-th LC resonator have capacitance 𝐶0 and

inductance 𝐿0. Then the electrical energy 𝑄2
𝑘/(2𝐶0) is stored in the capacitance. The

magnetic energy associated with the inductance is ∆Φ2
𝑘/(2𝐿0), where ∆Φ𝑘 = Φ𝑘+1 −

Φ𝑘 is di�erence of �ux nodes. Then classical Hamiltonian of this system corresponding
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�gure 2.2.4 is described as,

ℋTel =
𝑚−1∑︁
𝑘=0

[︂
1

2𝐶0

𝑄2
𝑘 +

1

2𝐿0

(∆Φ𝑛)2
]︂
. (2.2.32)

Assuming that the size of the unit cell 𝛿𝑥 be taken zero, system become a continuum limit

of the Hamiltonian. For the mathematical manipulation, capacitance and inductance are

rewritten𝐶0 = 𝑐0𝛿𝑥 and𝐿0 = 𝑙0𝛿𝑥, where 𝑐0 and 𝑙0 are the capacitance and inductance of

per unit length. Then continuum �ux variable Φ(𝑥𝑘) = Φ𝑘 and charge density 𝑄(𝑥𝑘) =

𝑄𝑘/𝛿𝑥 are de�ned. Taking the continuum limit 𝛿𝑥→ 0 with maintaining the total length

𝑑 = 𝑚𝛿𝑥 constant, we obtain the continuous Hamiltonian

ℋcpw =

∫︁ 𝑑

0

[︃
1

2𝑐0
𝑄(𝑥)2 +

1

2𝑙0

(︂
𝜕Φ(𝑥)

𝜕𝑥

)︂2
]︃

d𝑥 , (2.2.33)

(2.2.34)

where the di�erence of the �ux nodes replacing with the spatial derivative according to

𝜕Φ(𝑥)

𝜕𝑥
= lim

𝛿𝑥→0

Φ𝑘+1 − Φ𝑘

𝛿𝑥
. (2.2.35)

In this continuum model, propagation of the electromagnetic wave along the transmission

line is described by the wave equation,

𝑣20
𝜕2Φ(𝑥, 𝑡)

𝜕𝑥2
− 𝜕2Φ(𝑥, 𝑡)

𝜕𝑡2
= 0 , (2.2.36)

where 𝑣0 = 1/
√
𝑐0𝑙0 is the speed of the electromagnetic wave in the medium. Equa-

tion (2.2.36) can be solved formally as

Φ(𝑥, 𝑡) =
∞∑︁

𝑚=0

𝑢𝑚(𝑥)Φ𝑚(𝑡) , (2.2.37)

Φ̈𝑚 = −𝜔2
𝑚Φ𝑚 , (2.2.38)

where 𝑢𝑚(𝑥) = 𝐴𝑢𝑚 cos (𝑘𝑚 + 𝜙𝑚) with amplitude of the mode and wave vector 𝑘𝑚 =

𝜔𝑚/𝑣0 and phase 𝜙𝑚. Then taking into account the wave equation to solve Hamiltonian,

Hamiltonian can be expressed in the decomposed form as

ℋcpw =
∞∑︁

𝑚=0

[︂
𝑄2

𝑚

2𝐶cpw

+
1

2
𝐶cpw𝜔𝑚Φ2

𝑚

]︂
(2.2.39)
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Following the canonical quantization procedure, with characteristic impedance𝑍𝑚=
√︀
𝐿𝑚/𝐶𝑚

canonical conjugate operators are de�ned as

Φ̂𝑚 =

√︂
~
2
𝑍𝑚

(︀
�̂�†𝑚 + �̂�𝑚

)︀
, (2.2.40)

�̂�𝑚 =

√︂
~
2

1

𝑍𝑚

(︀
�̂�†𝑚 − �̂�𝑚

)︀
(2.2.41)

where Φ𝑚 and 𝑄𝑚 satisfy the canonical commutation relation

[︁
Φ̂𝑚, �̂�𝑚

]︁
= 𝑖~. Finally,

the Hamilronian of the transmission resonator is given by

ℋcpw =
∞∑︁

𝑚=0

~𝜔𝑚�̂�
†
𝑚�̂�𝑚 . (2.2.42)

2.3 Superconducting qubit

For quantum computing, only two states are interested for computational space in the

quantum system with multi levels. One of the easiest way for two energy states to be

separated from other states in the system is that making the energy gap well di�er from

other energy gap in the system. To obtain the two level system, these anharmonic level

systems having the di�erent energy gaps emerge through a clever combination of macro-

scopic quantum states governing superconductors and nonlinear phenomena occurring

at their interfaces (junctions), which are known as superconducting qubits. In this sec-

tion, a couple of types of superconducting qubit are introduced. Dividing types, one is

charge based qubit and the other is current based qubit. The charge based qubit has a

island capacitively separated by Josephson junction, on the other hand, the current based

qubit has the loop with the Josephson junction.

2.3.1 Charge (density) based regime

A superconducting qubit in the charge based regime has the island to con�ne the Cooper

pair [175]. The existence probability at the island makes the superposition states.

Cooper pair box qubit

To analyse the Cooper pair box shown in �gure 2.3.1, the generalized coordinate of the

circuit is taken �ux as the time integral of the voltage. Accompanying with magnetic �ux
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Φ as generalized coordinate, Kinetic energy T𝑐𝑞 and potential energy U𝑐𝑞 are expressed,

T𝑐𝑔𝑞 =
1

2
𝐶𝐽Φ̇2 +

1

2
𝐶𝑔

(︁
Φ̇− 𝑉𝑔

)︁2
(2.3.1)

=
1

2

(︂
~
2𝑒

)︂2

𝐶𝐽 �̇�
2 +

1

2
𝐶𝑔

(︂
~
2𝑒
�̇�− 𝑉𝑔

)︂2

, (2.3.2)

U𝑐𝑔𝑞 = −𝐸𝐽 cos

(︂
~
2𝑒

Φ

Φ0

)︂
(2.3.3)

= −𝐸𝐽 cos (𝜙) . (2.3.4)

where Φ = (~/2𝑒)𝜙 and Φ̇ = (~/2𝑒)�̇� are used. Then Lagrangian of the charge qubit is

given by,

ℒ𝑐𝑔𝑞(𝜙, �̇�) = T𝑐𝑔𝑞 −U𝑐𝑔𝑞 (2.3.5)

=
1

2

(︂
~
2𝑒

)︂2

𝐶𝐽 �̇�
2 +

1

2
𝐶𝑔

(︂
~
2𝑒
�̇�− 𝑉𝑔

)︂2

+ 𝐸𝐽 cos (𝜙) . (2.3.6)

From this Lagrangian, generalized momentum 𝑞 conjugate to phase di�erence𝜙 is derived

as

𝑞 =
𝜕ℒ𝑐𝑔𝑞

𝜕�̇�
=

(︂
~
2𝑒

)︂2

𝐶𝐽 �̇�+
~
2𝑒
𝐶𝑔

(︂
~
2𝑒
�̇�− 𝑉𝑔

)︂
(2.3.7)

=
~
2𝑒
𝑄 , (2.3.8)

(2.3.9)

where

𝑄 =
~
2𝑒
𝐶𝐽 �̇�+ 𝐶𝑔

(︂
~
2𝑒
�̇�− 𝑉𝑔

)︂
. (2.3.10)

where 𝑄 is a charge in the island.

Hamiltonian is obtained by taking by Legendre transformation of the Lagrangian as

ℋ𝑐𝑔𝑞 = 𝑞�̇�− ℒ (2.3.11)

=
1

2

(︂
~
2𝑒

)︂2

𝐶𝐽 �̇�
2 +

1

2

(︂
~
2𝑒

)︂2

𝐶𝑔�̇�
2 − 1

2
𝐶𝑔𝑉

2
𝑔 − 𝐸𝐽 cos(𝜙) . (2.3.12)

The number of the Cooper pairs 𝑛𝑐𝑝 for a charge 𝑄 is calculated as

𝑛𝑐𝑝 =
𝑄

2𝑒
=
𝑞

~
. (2.3.13)
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ΦCJ
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Figure 2.3.1: Schematic circuit of charge qubit

EJ/Ec = 1

Figure 2.3.2: Energy diagram of charge qubit with 𝐸𝐽/𝐸𝑐 = 1

EJ/Ec = 2

Figure 2.3.3: Energy diagram of charge qubit with 𝐸𝐽/𝐸𝑐 = 2
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EJ/Ec = 0

Figure 2.3.4: Energy diagram of non charge qubit with 𝐸𝐽/𝐸𝑐 = 0 for reference

By gate bias voltage 𝑉𝑔, a certain amount of number of Cooper pairs are depend on the

gate voltage, with 𝑄𝑔 = 𝐶𝑔𝑉𝑔,

𝑛𝑔 = −𝐶𝑔𝑉𝑔
2𝑒

. (2.3.14)

Then Hamiltonian (2.3.11) is rewritten as,

ℋ𝑐𝑔𝑞 =
(2𝑒)2

2(𝐶𝐽 + 𝐶𝑔)
(𝑛− 𝑛𝑔)

2 − (2𝑒)2

2𝐶𝑔

𝑛2
𝑔 − 𝐸𝐽 cos(𝜙) (2.3.15)

= 4𝐸𝑐(𝑛− 𝑛𝑔)
2 − 𝐸𝐽 cos𝜙− (2𝑒)2

2𝐶𝑔

𝑛2
𝑔 , (2.3.16)

where 𝐸𝑐 := 𝑒2/(2𝐶Σ) is called named as Josephson charging energy and 𝐶Σ = 𝐶𝐽 +𝐶𝑔.

Since the last term of the Hamiltonian does not depend on 𝑛𝑐𝑝 or 𝜙, it does not a�ect

eigenstate or eigenvalue, and thus it can be omitted from the Hamiltonian as

ℋ𝑐𝑝𝑔 = 4𝐸𝑐(𝑛𝑐𝑝 − 𝑛𝑔)
2 − 𝐸𝐽 cos𝜙 . (2.3.17)

In order to consider energy levels for quantum gate operation, commutation relation

for canonical quantization is �rst introduced about canonical variables 𝜙 and 𝑞,

[𝜙, 𝑞] = 𝑖~ , (2.3.18)

[𝜙, �̂�𝑐𝑝] = 𝑖 , (2.3.19)

where the de�nition of 𝑛𝑐𝑝 in (2.3.13) is used. The notation ·̂ is used to clarify quantization.

Since �̂�𝑐𝑝 is Hermitian operator, it can be decomposed by using the eigenstate |𝑛𝑐𝑝⟩ and
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eigenvalue 𝑛𝑐𝑝 as

�̂�𝑐𝑝 =
∑︁
𝑛𝑐𝑝

𝑛𝑐𝑝 |𝑛𝑐𝑝⟩ ⟨𝑛𝑐𝑝| . (2.3.20)

Raising and lowering operators of charge qubit are given by exp(±𝑖𝜙) (see B.1),

exp(𝑖𝜙) =
∑︁
𝑛𝑐𝑝

|𝑛𝑐𝑝 + 1⟩ ⟨𝑛𝑐𝑝| , exp(−𝑖𝜙) =
∑︁
𝑛𝑐𝑝

|𝑛𝑐𝑝⟩ ⟨𝑛𝑐𝑝 + 1| . (2.3.21)

Then the cosine function in the potential energy is decomposed by the eigenstates as

cos𝜙 =
1

2

[︀
exp(𝑖𝜙) + exp(−𝑖𝜙)

]︀
=

1

2

∑︁
𝑛𝑐𝑝

(︁
|𝑛𝑐𝑝 + 1⟩ ⟨𝑛𝑐𝑝|+ |𝑛𝑐𝑝⟩ ⟨𝑛𝑐𝑝 + 1|

)︁
. (2.3.22)

Using equations (2.3.20) and (2.3.22), the Hamiltonian of charge qubit (2.3.11) is canon-

ically quantized as,

ℋ𝑐𝑔𝑞 = 4𝐸𝑐

∑︁
𝑛𝑐𝑝

(𝑛𝑐𝑝 − 𝑛𝑔)
2 |𝑛𝑐𝑝⟩ ⟨𝑛𝑐𝑝| −

1

2
𝐸𝐽

∑︁
𝑛𝑐𝑝

(︁
|𝑛𝑐𝑝 + 1⟩ ⟨𝑛𝑐𝑝|+ |𝑛𝑐𝑝⟩ ⟨𝑛𝑐𝑝 + 1|

)︁
.

(2.3.23)

Then picking up the lowest two energy levels makes two level system, because other

high order energy state having di�erent energy gap [21].

ℋ𝑐𝑔𝑞 ≈ 4𝐸𝑐

[︁
𝑛2
𝑔 |0⟩⟨0|+ (1− 𝑛𝑔)

2 |1⟩⟨1|
]︁
− 1

2
𝐸𝐽

(︁
|1⟩⟨0|+ |0⟩⟨1|

)︁
(2.3.24)

= 4𝐸𝑐

(︂
𝑛𝑔 −

1

2

)︂
𝜎𝑧 −

1

2
𝐸𝐽𝜎𝑥 + 2𝐸𝑐

[︀
(1− 𝑛𝑔)

2 + 𝑛𝑔

]︀
𝜎0 (2.3.25)

→ 4𝐸𝑐

(︂
𝑛𝑔 −

1

2

)︂
𝜎𝑧 −

1

2
𝐸𝐽𝜎𝑥 (2.3.26)

where in going form (2.3.25) to (2.3.26), we have omitted the constant term, and use the

Pauli operators (1.2.12)-(1.2.14).

Transmon qubit

To get more insensitive charge qubit about the �ux noise, usually other shunt large ca-

pacitance 𝐶𝑠 are added to the charge qubit. With the large capacitance, energy of the

total capacitance 𝐸𝑐 = 2𝑒/(𝐶𝐽 + 𝐶𝑠) including Josephson capacitance and shunt capaci-

tance 𝐶𝐽 ≪ 𝐶𝑠 is much smaller than original cooper-pair-box-based qubit [140, 216, 20].

Comparing the 𝐸𝑐 with the Josephson energy is better to consider the qubit regime about

the total capacitance of the system. In the regime 𝐸𝐽 ≫ 𝐸𝑐, qubit is specially so-called
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Figure 2.3.5: Circuit of Transmon qubit

Transmon. Hamiltonian of the transmon qubit are similar to that of the charge qubit, but

bias voltage 𝑛𝑔 is temporally �xed then it is o�set,

ℋ𝑡𝑚𝑜𝑛 = 4𝐸𝑐𝑛
2
𝑐𝑝 − 𝐸𝐽 cos𝜙 (2.3.27)

= 4𝐸𝑐𝑛
2
𝑐𝑝 +

1

2
𝐸𝐽𝜙

2 − 𝐸𝐽

(︂
cos𝜙+

1

2
𝜙2

)︂
(2.3.28)

= 4𝐸𝑐𝑛
2
𝑐𝑝 +

1

2
𝐸𝐽𝜙

2 − 𝐸𝐽

(︃
∞∑︁
𝑛=0

(−1)𝑛

(2𝑛)!
𝜙2𝑛 +

1

2
𝜙2

)︃
(2.3.29)

Here, �rst two terms are the harmonic oscillator, and thus annihilation and creation op-

erators �̂�† and �̂� can be introduced in the standard manner.

𝜙 =

(︂
2𝐸𝑐

𝐸𝐽

)︂1/4(︁
�̂�† + �̂�

)︁
, (2.3.30)

�̂�𝑐𝑝 =
𝑖

2

(︂
𝐸𝐽

2𝐸𝑐

)︂1/4(︁
�̂�† − �̂�

)︁
. (2.3.31)

In the transmon regime 𝐸𝐽 ≫ 𝐸𝑐, the phase di�erence is much small [140] ∆𝜙 =√︁
⟨𝜙2⟩ − ⟨𝜙⟩2 ≪ 1, the terms of higher order in 𝜙 can be ignored. Then transmon Hamil-

tonian (2.3.29) is approximated as,

ℋ𝑡𝑞 ≈ 4𝐸𝑐𝑛
2
𝑐𝑝 +

1

2
𝐸𝐽𝜙

2 − 𝐸𝐽

(︂
− 1

2!
𝜙2 +

1

4!
𝜙4 +

1

2
𝜙2

)︂
(2.3.32)

= 4𝐸𝑐𝑛
2
𝑐𝑝 +

1

2
𝐸𝐽𝜙

2 − 𝐸𝐽
1

4!
𝜙4

(2.3.33)

=
√︀

8𝐸𝑐𝐸𝐽

(︂
�̂�†�̂�+

1

2

)︂
− 𝐸𝑐

12

(︁
�̂�† + �̂�

)︁4
(2.3.34)

Moreover using rotating wave approximation [46, 140, 20], with an unequal amount of 𝑏

and 𝑏† causes oscillation on rotating frame of 𝜔𝑡𝑚𝑜𝑛. When oscillating frequency is lager
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EJ/Ec = 5

Figure 2.3.6: Energy diagram of Transmon with 𝐸𝐽/𝐸𝑐 = 5

EJ/Ec = 20

Figure 2.3.7: Energy diagram of Transmon with 𝐸𝐽/𝐸𝑐 = 20

than the magnitude of its term, this term is averaged out and can be ignored. After this

approximation, only (�̂�† + �̂�)4 ≈ 12�̂�†�̂�+ 6�̂�†�̂�†�̂��̂� remain.

ℋRWA
𝑡𝑞 = ~𝜔𝑡𝑞 �̂�

†�̂�− 1

2
𝐸𝑐�̂�

†�̂�†�̂��̂� . (2.3.35)

2.3.2 Flux (current) based regime

Current in superconductor is �ow of the aggregating cooper pairs. When superconductor

is formed loop with Josephson junction and external magnetic �eld is applied perpendic-

ular to the loop, �ux of magnetic �eld through the closed loop is quantized [143]. How-

ever, when external �ux is around half of �ux quantum, �ux through the junction and

current �ows both clockwise and counterclockwise directions within superposition state.
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In this regime, Cooper pair is not localized in superconductor across island, completely

distributed in superconductor so that current arise with one wave function.

Flux qubit

To derive �ux qubit Hamiltonian, the kinetic and potential energy of the circuit with

junction are given by

T𝑟𝑓 =
1

2
𝐶𝐽Φ̇2 =

1

2

(︂
~
2𝑒

)︂2

𝐶𝐽 �̇�
2
𝑟𝑓 (2.3.36)

U𝑟𝑓 =
1

2
𝐿𝑔𝐼

2
𝑐𝑖𝑟 − 𝐸𝐽 cos

(︂
2𝑒

~
Φ

Φ0

)︂
, (2.3.37)

=
1

2

1

𝐿𝑔

(︂
~
2𝑒

)︂2

(𝜙𝑟𝑓 − 𝜙𝑒𝑥𝑡)
2 − 𝐸𝐽 cos (𝜙𝑟𝑓 ) , (2.3.38)

and then, Lagrangian is expressed as

ℒ𝑟𝑓 = T𝑟𝑓 −U𝑟𝑓 (2.3.39)

=
1

2

(︂
~
2𝑒

)︂2

𝐶𝐽 �̇�
2
𝑟𝑓 −

1

2

1

𝐿𝑔

(︂
~
2𝑒

)︂2

(𝜙𝑟𝑓 − 𝜙𝑒𝑥𝑡)
2 + 𝐸𝐽 cos (𝜙𝑟𝑓 ) . (2.3.40)

Three junction qubit

The most used �ux qubit has the tree junction to decrease the screening parameter 𝛽s

in section . Two of the three junctions (𝑗 = 1, 2) have ideally same size of the junction

(𝐸𝐽1 = 𝐸𝐽2 := 𝐸𝐽) and the other junction is small with coe�cient 𝛼𝐽 (0.5 < 𝛼𝐽 < 1),

so the energy of small junction is 𝛼𝐽𝐸𝐽 . This loop of qubit has also the self inductance

𝐿𝑔. The screening parameter 𝛽𝑠,3𝐽𝐽 is calculated as

𝛽𝑠,3𝐽𝐽 =
2𝜋𝐿𝑔

Φ0

(︂
1

𝐼1
+

1

𝐼2
+

1

𝐼𝛼𝐽

)︂−1

=
𝛼𝐽

2𝛼 + 1

𝐿𝑔

𝐿𝐽

, (2.3.41)

where 𝐼1,2,𝛼𝐽
is critical current at junctions, respectably. Thus, Lagrangean of the three

junctions �ux qubit is given by

ℒ3𝐽𝐽 =
1

2
𝐶

(︂
~
2𝑒

)︂2

�̇�2
1 +

1

2
𝐶

(︂
~
2𝑒

)︂2

�̇�2
2 + 𝛼

1

2
𝐶

(︂
~
2𝑒

)︂2

(�̇�1 − �̇�2)
2

(2.3.42)

+ 𝐸𝐽 cos(𝜙1) + 𝐸𝐽 cos(𝜙2) + 𝛼𝐸𝐽 cos(𝜙1 − 𝜙2 − 2𝜋𝜙𝑒𝑥𝑡) (2.3.43)
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Then, taking generalized position as 𝑞𝑖 = 𝜙𝑖, generalized momentum is given by

𝑝1 =
𝜕ℒ
𝜕�̇�1

= 𝐶

(︂
~
2𝑒

)︂
�̇�1 + 𝛼𝐶

(︂
~
2𝑒

)︂
(�̇�1 − �̇�2)

2

𝑝2 =
𝜕ℒ
𝜕�̇�2

= 𝐶

(︂
~
2𝑒

)︂
�̇�2 − 𝛼𝐶

(︂
~
2𝑒

)︂
(�̇�1 − �̇�2)

2
(2.3.44)

The Hamiltonian of the system is derived by Legendre transformation as

ℋ3𝐽𝐽 = �̇�1𝑝1 + �̇�2𝑝2 − ℒ3𝐽𝐽 (2.3.45)

= 4𝐸𝑐

(︂
1 + 𝛼

1 + 2𝛼
𝑝21 +

2𝛼

1 + 2𝛼
𝑝1𝑝2 +

1 + 𝛼

1 + 2𝛼
𝑝22

)︂
− 𝐸𝐽 cos(𝜙1)− 𝐸𝐽 cos(𝜙2)− 𝛼𝐸𝐽 cos(𝜙1 − 𝜙2 − 2𝜋𝜙𝑒𝑥𝑡) . (2.3.46)

2.4 Superconducting quantum circuit

To operate and measure the superconducting qubit introduced in section 2.3, the clas-

sical microwave circuit such as coplanar waveguide introduced in section 2.2 is com-

bined together. The combination of superconducting qubit and superconducting res-

onator by electromagnetic coupling is analogous to optical cavity quantum electro dyan-

mics (cQED), in which the qubit corresponds arti�cial atom and resonator corresponds

optical cavity. In this section, the dynamics of the this superconducting quantum cirucit

with qubit and resonator is introduced, such as coupling models between the qubit and the

resonator, regime of coupling either for frequencies of the system or coupling strength.

2.4.1 Light-matter interaction dynamics in circuit QED

Here, two basic model of coupling between qubit and resonator are introduced. One is

so-called Rabi model and the other is Jaynes–Cummings model (JC model). Rabi model

describes the system completely with the atom-cavity interaction. JC model is derived

from the Rabi model by using the rotating wave approximation (RWA) to ignore the high

frequency terms. Using the Pauli operators of qubit 𝜎𝑥,𝑦,𝑧 (1.2.12)-(1.2.14), creation and

annihilation operators of qubit 𝜎+,− (1.2.10)-(1.2.11), and creation and annihilation oper-

ators of the resonator 𝑎, 𝑎† (2.2.9)-(2.2.10), the Rabi model is derived as

ℋrabi/~ =
1

2
𝜔𝑞𝜎𝑧 + 𝜔𝑞𝑎

†𝑎+ 𝑔(𝜎+ + 𝜎−)
(︀
𝑎† + 𝑎

)︀
, (2.4.1)
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where 𝜔𝑞 is the frequency of qubit, 𝜔𝑟 is the frequency of resonator, and 𝑔 is coupling

constant between qubit and resonator.

The Jaynes–Cummings model Hamiltonian of the qubit is described as [21, 102]

ℋJC/~ =
1

2
∆𝜎𝑧 + 𝜔𝑞𝑎

†𝑎+ 𝑔
(︀
𝜎−𝑎

† + 𝜎+𝑎
)︀
. (2.4.2)
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Chapter 3

Review of Quantum Information
Processing

3.1 Quantum Computing in Gate model

The origin of the concept of the quantum computer would be Richard P. Feynman’s 1981

lecture [70]. In this lecture, Feynman spoke about how nature can be simulated by classical

computers,

... nature isn’t classical, dammit, and if you want to make a simulation of

Nature, you’d better make it quantum mechanical ...

As he expected, classical computers can still only simulate as high as 45 qubits, even today,

nearly 40 years later and with such advanced technology. Remarkably, the simulation of

45-qubit combines 8,192 computational nodes and 0.5 petabytes of memory [101]. This

is probably the limit of the classical computer [248]. The supremacy of the quantum

computer have been demonstrated if the number of calculations beyond the limit of the

classical computer can be achieved [197]].

What can a quantum computer with this advantage do? As Feynman mentioned, it

can simulate quantum systems. For example, it can �nd the exact solution of the elec-

tronic state of a molecule, which is a complex quantum system [233, 231]. Despite the

fact that this solution cannot be obtained by classical computers, it is needed not only in

the �elds of condensed matter physics, materials engineering, and chemistry, but also in

the development of drug discovery, new catalysts, etc. Also, we may be able to elucidate

mechanisms such as photosynthesis from a microscopic perspective [172].

These applications will show the advantages of quantum in small-scale circuits, and

research will go further in the direction of realizing error-collected quantum computers.

As is often said, we may be able to perform the prime factorization of large numbers, and
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Name (abbr.) Symbol Operator Matrix

Identity (I) I 𝐼 ( 1 0
0 1 )

Pauli X (X) X �̂�𝑥(𝜋) ( 0 1
1 0 )

Pauli Y (Y) Y �̂�𝑦(𝜋) ( 0 −𝑖
𝑖 0 )

Pauli Z (Z) Z �̂�𝑧(𝜋) ( 1 0
0 −1 )

Hadamard (H) H �̂�𝑥(𝜋)�̂�𝑦(𝜋/2) 1√
2
( 1 1
1 −1 )

Phase (S) S �̂�𝑧(𝜋/2) ( 1 0
0 𝑖 )

𝜋/8 (T) T �̂�𝑧(𝜋/4)
(︀
1 0
0 e𝑖𝜋/4

)︀
Controlled NOT (CNOT) ∙ |0⟩⟨0| ⊗ I + |1⟩⟨1| ⊗ X

(︂
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

)︂
Controlled Z (Z) ∙

∙
|0⟩⟨0| ⊗ I + |1⟩⟨1| ⊗ Z

(︂
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

)︂
SWAP ××

𝑈SWAP12

iSWAP 𝑋 �̂�𝑥𝑥+𝑦𝑦(−𝜋/2)

(︂
1 0 0 0
0 0 𝑖 0
0 𝑖 0 0
0 0 0 0

)︂
Measurement 𝒫

Table 3.1.1: Name, symbol in quantum circuit, operators and represented matrix of the

quantum gate for qubit oeprations

solve the parallel search problems. This will require further technological advances and

deeper physics exploration.

3.1.1 Gate operations

To operate qubit, quantum operators should be unitary (see Ref [182]). From characters

of unitary operation, any quantum operation is reversible [146]. Then total operation of

the quantum computing is reversible as well.

Single qubit operations are de�ned by Pauli matrices (1.2.12)-(1.2.13). For gate operation

in quantum information, to simplify the notation, capital characters X, Y, Z are used

X := 𝜎𝑥 =

(︃
0 1

1 0

)︃
, (3.1.1)

Y := 𝜎𝑦 =

(︃
0 −𝑖
𝑖 0

)︃
, (3.1.2)
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Z := 𝜎𝑧 =

(︃
0 1

1 0

)︃
. (3.1.3)

These operations represent 𝜋 rotation on the Bloch sphere (3.1.1)-(3.1.3) ℛ𝑥,𝑦,𝑧(𝜋), re-

spectably.

Hadamard gate H changes |0⟩ state to (|0⟩ + |1⟩)/
√

2 and |1⟩ state to (|0⟩ − |1⟩)/
√

2.

It is described as

H =
1√
2

(︃
1 1

1 −1

)︃
(3.1.4)

This operation is realized by two successive rotations on the Bloch sphere. One way is to

use rotations about 𝑥 and 𝑦 aces as ℛ𝑥(𝜋)ℛ𝑦(𝜋/2) or ℛ𝑦(−𝜋/2)ℛ𝑥(𝜋). The other way

is to use rotations about 𝑦 and 𝑧 axes asℛ𝑧(𝜋)ℛ𝑦(−𝜋/2).

Next, we consider the single qubit operation that change the phase, so-called phase gate

S. It is realized by half rotation about Z-axis ℛ𝑧(𝜋/2). Strictly, the operator changing

phase between |0⟩ and |1⟩ is given by

ℛ𝜑 =

(︃
1 0

0 e𝑖𝜑

)︃
. (3.1.5)

Using rotation about 𝑧 axis (3.1.3), this phase change operation is expressed as

ℛ𝜑 = e𝑖𝜋/2ℛz(𝜑) (3.1.6)

Thus, the phase gate S is given by

S =

(︃
1 0

0 e𝑖
𝜋
2

)︃
=

(︃
1 0

0 𝑖

)︃
= e𝑖𝜋/4ℛz

(︁𝜋
2

)︁
. (3.1.7)

Other speci�ed phase gate, so-called T-gate, is change the phase by quarter of 𝜋. This

T-gate is given by

T =

(︃
1 0

0 e𝑖𝜋/4

)︃
= e𝑖𝜋/8ℛz

(︁𝜋
8

)︁
. (3.1.8)

When basis vector of a qubit state is represented |0⟩ → (1 0)T and |1⟩ → (0 1)T, basis

k-qubit state vector is written as product of the qubit. For example, two qubit state is

represented as |00⟩ = (1 0 0 0)T, |01⟩ = (0 1 0 0)T, |10⟩ = (0 0 1 0)T, and |11⟩ =

(0 0 0 1)T.

To operate two qubits or more, interaction operations are required. In general, one can
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show the operations on multiple qubits can be decomposed into a set of single qubit opera-

tion and two qubits operations. Commonly used two qubit gate operations are controlled-

not (CNOT), controlled-phase (CZ), and iSWAP gates.

CZ =

⎛⎜⎜⎜⎝
1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1

⎞⎟⎟⎟⎠ , (3.1.9)

iSWAP =

⎛⎜⎜⎜⎝
1 0 0 0

0 0 𝑖 0

0 𝑖 0 0

0 0 0 1

⎞⎟⎟⎟⎠ . (3.1.10)

CNOT gate �ips the target qubit state |𝑡⟩ depending on the state of the controlled qubit

|𝑐⟩.

𝑈CNOT = |0⟩⟨0| ⊗ I + |1⟩⟨1| ⊗ X (3.1.11)

CNOT =

⎛⎜⎜⎜⎝
1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

⎞⎟⎟⎟⎠ , (3.1.12)

3.1.2 Quantum gate model

Solovay-Kitaev theorem

For the quantum computer, the universal gate set is {CNOT, X, Z} or {CZ, 𝑅𝑧(−𝜋/2),

𝑅𝑧(−𝑝𝑖/2)}. But for practical purpose, arbitrary one qubit unitary gate can be well ap-

proximated by Hadamard (H)-gate, S-gate, and T-gate. (Solovay-Kitaev theorem [51])

H = |+⟩ ⟨0|+ |−⟩ ⟨1| (3.1.13)

S = |0⟩ ⟨0|+ 𝑖 |1⟩ ⟨1| (3.1.14)

T = |0⟩ ⟨0|+ 𝑒−𝑖𝜋
4 |1⟩ ⟨1| (3.1.15)

Among these,CZ, H, and S except T is included in the group of Cli�ord that is projection

operators between stabilizer state. Therefor, these gates have good compatibility with the

stabilizer code, but logical T-gate cannot directly be operated on it. However, A quantum
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computer which can only operate the Cli�ord gates is simulated e�ciently in classical

computer (Gottesman-Knill theorem [91]), implementation of T-gate is inevitable. Devel-

opment of stabilizer states is described by updating the group of Pauli operators and that

calculation is enough to ability of classical computers.

3.1.3 Quantum algorithms

Quantum computers are capable of processing 2𝑛
states simultaneously using 𝑛 qubits

through quantum mechanical superposition [52, 243]. However, this alone does not mean

that the computation is "fast" because only one of the 2𝑛
states is randomly obtained when

the result is observed after the computation is completed. Therefore, in order to obtain

the desired solution with high probability, it is essential to have an algorithm designed

speci�cally for quantum computers. Such an algorithm is called a quantum algorithm

[218, 12, 169].

Grover’s algorithm for database search

To search data of interest from a database, Lov K. Grover proposed a quantum algorithm

in 1996 [95, 96]. Using the Grover’s algorithm can �nd the data from the database with 𝑁

items by 𝒪
(︁√

𝑁
)︁

query (calling the oracle), although using the classical computer costs

𝒪(𝑁) query. Thus, Grover’s algorithm have the quadratic speed up to �nd the data of

interest from the database.

An oracle is an abstract entity that is a black box, but gives you the answer anyway,

and does not care how it is implemented (nor does it require that an implementation

exist). The computational complexity of a classical algorithm solving a search problem is

evaluated by the number of times it asks the classical oracle O𝑐 if 𝑥 is a solution. In this

way, a uniform evaluation is possible, independent of the details of the problem. Therefor,

when the classical oracle is represent the function 𝑓c as

𝑓c(𝑥) =

⎧⎨⎩0 (not solution)

1 (solution)
(3.1.16)

where each element is labeled as 𝑛-bit 𝑥 = 𝑥1𝑥2 . . . 𝑥𝑛. Using this classical oracle 𝑓(𝑥)

costs the number of the calling oracle 𝒪(𝑁).

On the other hand, in quantum computation, the quantum oracle O𝑞 is de�ned as the

one of the unitary operator𝑈𝑤 for solution𝑤. The oracle O𝑞 is change the phase of ancilla

qubit state:

|𝑥⟩ |−⟩ O𝑞−→ (−1)𝑓𝑐(𝑥) |𝑥⟩ |−⟩ . (3.1.17)
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This mean that when the input 𝑥 is solution, the quantum oracle responses the phase �ip

of the ancilla qubit.

The Grover’s algorithm is executed following steps to �nd 𝑀 data of interest from the

database with 𝑁 data:

1. prepare all quantum state in the superposition |𝑠⟩ = 1√
𝑁

∑︀
𝑥 |𝑥⟩

To prepare superposition state, all qubit, which initially are |00 . . . 0⟩, is applied the

Hadamard gate:

|𝑠⟩ :=
𝑛⨂︁
𝑘

|𝐻𝑘⟩ |00 . . . 0⟩ =

(︂
1√
2

)︂𝑛 𝑛⨂︁
𝑘

(|0⟩𝑘 + |1⟩𝑘) . (3.1.18)

2. apply the oracle 𝑈𝑤

𝑈𝑤 is de�ned as that for input |𝑥⟩, if 𝑥 is a solution, multiply by (−1) to �ip the

phase, if not, do nothing:

𝑈𝑤 |𝑥⟩ =

⎧⎨⎩ |𝑥⟩ (𝑥 is not solution)

− |𝑥⟩ (𝑥 is solution)
(3.1.19)

𝑈𝑤 = I− 2
∑︁

𝑤∈ solutions

|𝑤⟩⟨𝑤| , (3.1.20)

where |𝑤⟩ is solution.

3. apply the �ip operation about the axis |𝑠⟩ to all state

The unitary operator 𝑈𝑠 is de�ned as

𝑈𝑠 = 2 |𝑠⟩⟨𝑠| − I . (3.1.21)

Then applying this operator to current state |𝜓current⟩ = 𝛼 |𝑠⟩+ 𝛽 |𝑠⊥⟩ makes state

change the phase about the state of |𝑠⊥⟩, where |𝑠⊥⟩ is perpendicular unit vector

about |𝑠⟩ and ⟨𝑠|𝑠⊥⟩ = 0 :

𝑈𝑠 |𝜓current⟩ = (2 |𝑠⟩⟨𝑠| − I)(𝛼 |𝑠⟩+ 𝛽 |𝑠⊥⟩) (3.1.22)

= 𝛼 |𝑠⟩ ⟨𝑠|𝑠⟩+ 2𝛽 |𝑠⟩ ⟨𝑠|𝑠⊥⟩ − 𝛼 |𝑠⟩ − 𝛽 |𝑠⊥⟩ (3.1.23)

= 𝛼 |𝑠⟩ − 𝛽 |𝑠⊥⟩ . (3.1.24)

4. repeat the step 2 and 3 by 𝑘 times
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5. measure qubits

To evaluate the success probability to solve the problem after 𝑘 times, we introduce two

state |𝑢⟩ and |𝑣⟩:

|𝑢⟩ :=
1√

𝑁 −𝑀
∑︁

𝑥/∈solutions

|𝑥⟩ , (3.1.25)

|𝑣⟩ :=
1√
𝑀

∑︁
𝑥∈solutions

|𝑥⟩ . (3.1.26)

Here, |𝑢⟩ and |𝑣⟩ separate the Hilbert space, thus, initial superposition state |𝑠⟩ is decom-

posed by these two basis.

|𝑠⟩ =
1√
𝑁

∑︁
𝑥

|𝑥⟩ =

√︂
𝑁 −𝑀
𝑁

|𝑢⟩+

√︂
𝑀

𝑁
|𝑣⟩ (3.1.27)

= cos
𝜃

2
|𝑢⟩+ sin

𝜃

2
|𝑣⟩ (3.1.28)

where 𝜃 satis�es cos 𝜃
2

=
√︁

𝑁−𝑀
𝑁

and sin 𝜃
2

=
√︁

𝑀
𝑁

shown in �gure 3.1.1. The unitary

operator 𝑈𝑤 �ip the state vector |𝑠⟩ about the |𝑢⟩ because

𝑈𝑤 |𝑢⟩ = |𝑢⟩ (3.1.29)

𝑈𝑤 |𝑣⟩ = − |𝑣⟩ (3.1.30)

The unitary operator 𝑈𝑠 �ip the vector about the |𝑠⟩ axis. Thus, these two unitary op-

erations 𝑈𝑠𝑈𝑤 rotate the |𝑠⟩ by 𝜃. Then, in the Gorover’s algorithm, since this operation

𝑈𝑠𝑈𝑤 is repeated by 𝑘 time, the last state is given by

(𝑈𝑠𝑈𝑤)𝑘 |𝑠⟩ = cos

(︂
2𝑘 + 1

2
𝜃

)︂
|𝑢⟩+ sin

(︂
2𝑘 + 1

2
𝜃

)︂
|𝑣⟩ . (3.1.31)

Here, in the most common case of the search problem, the number of the solution is

much less than the number of data 𝑀 ≪ 𝑁 . In that time, since sin 𝜃 =
√︁

𝑀
𝑁
∼ 0, 𝜃 ∼ 0.

Therefor, the probability of |𝑢⟩ become 0 and the one of the |𝑣⟩ become 1 as increasing

the repetition time 𝑘. This show that the probability that the solution will be outcome

when measured is much large.

To evaluate the proper times 𝑘, we consider the case that the vector (𝑈𝑠𝑈𝑤)𝑘 |𝑠⟩ is
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Figure 3.1.1: Dynamics of Grover’s algorithm

closest to |𝑣⟩. In this case, for closest integer 𝑘closest satisfy

2𝑘closest + 1

2
𝜃 → 𝜋

2
, (3.1.32)

𝑘closest =

[︂
𝜋

2𝜃
− 1

2

]︂
int

(3.1.33)

When 𝜃 > 0,

𝜃

2
≥ sin

𝜃

2
=

√︂
𝑀

𝑁
. (3.1.34)

So thus, the 𝑘closest is up to

𝑘closest ≤
(︂
𝜋

2𝜃
− 1

2

)︂
+ 1 =

𝜋

2𝜃
+

1

2
≤ 𝜋

4

√︂
𝑁

𝑀
+

1

2
. (3.1.35)

Therefor, the number of the calling quantum oracle to search data of interest is 𝒪(𝑁).

3.2 Quantum Error correction

Either in the classical or in the quantum system, noise in real physical systems cannot

be completely eliminated. The basic principle for protecting information from noise is

the method of encoding data by giving redundant information. By encoding the extended
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information, the original data is restored.

In classical computing, errors can be detected by redundant the original data replicating

them. In quantum computing, howevee,due to the quantum no-cloning theorem from

quantum mechanics [237], error correction cannot be performed in similar way to classical

[57]. This is one of the di�culties of quantum error correction. Although various methods

have been proposed for quantum error correction, the surface code [81, 220, 109, 40,

90, 79, 32, 31, 30, 111, 92, 232, 99, 142, 53, 225, 26, 41, 156] is one of the most popular

methods of quantum error correction due to its relatively low threshold and similarity to

classical computer error correction, and groups such as Google, IBM and Intel are aiming

to implement it in superconducting quantum circuits [72, 114, 73]. In the case of classical

bits, only simple bit �ip errors need to be considered, so they can be cloned. On the

other hand, in quantum systems, cloning is impossible in principle and has phase errors

in addition to bit �ip errors. Quantum error correction theory has evolved to extend

classical error correction theory to take these considerations into account.

The �rst quantum error correction theory was proposed in 1995 as Shore’s 9-bit code,

and then D. Gottesman formulated the general concept as a stabilized code in 1997 [90].

The surface code, which is currently the most actively discussed in the �eld of supercon-

ducting quantum circuits, is one of the formulations of the stabilized code introduced by

A. Y. Kittaev in 2003 [136]. This error rate threshold is close to the quantum Gilbert Var-

shamov limit, which represents the upper limit of the general quantum error correction

capability, and is much larger than many other quantum error correction methods.

Errors of information are often expressed using the expression channel. Information is

transmitted using signal paths, such as wiring, and in doing so is exposed to noise. This

can cause the information to be rewritten. In classical computing, information is stored

as 0s or 1s, so an error represents an inversion of these 0s and 1s to become 1s and 0s,

respectively. With qubits, however, the use of superposition means that not only does the

0 and 1 information have to be inverted, but also its relative phase error.

3.2.1 Quantum error

Bit-�ip error

Bit �ip errors in quantum bits are represented as X-errors. This error correction can

increase the probability of correcting the error by storing the information redundantly

[219]. That is, instead of representing |0⟩ and |1⟩ in a single qubit, multiple qubits are

used to represent it, |000⟩, |111⟩ and so on.

|𝜓⟩ |0⟩ |0⟩ → 𝑎 |000⟩+ 𝑏 |111⟩ (3.2.1)
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Now consider the case where there is an X error in this. Then, since the error occurs in

one of the qubits, the result of the projection measurement will be divided into error-free

and other cases, and we can �nd up to a certain number of errors.

Phase-�ip error

Then for phase errors, unlike bit �ips and errors as described earlier, they cannot be de-

tected by simple projection measurements. Therefore, we perform gate operation of basis

transformation on the qubit and convert the phase error into a bit �ip error using 5 qubits

[13, 144]. In this way, we can �nd bit �ip errors in the same way as we have found bit �ip

errors in the past. Phase �ip error (Z-error) reverse the sign of the coe�cient of the block

in three qubits, therefor we need to check the parity for sign between blocks. As quantum

circuit,after operate H-gate to all nine qubits, then operate CNOT-gate to S1 and S1 with

one to six and three to nine as control qubit, respectivily. After CNOT, S1 and S1 will

measured and all nine qubit will be operate H-gate to return the state. Syndrome bit’s

states will change |0⟩ or |1⟩ according to the sign of coe�cient in the blocks, therefore we

can know which block has phase error. To correcting error, it is not need to know which

qubit’s phase has �liped, and error correcting operator for the �rst three qubit’s block is,

for example, Z1Z2Z3𝜎
⊗3
𝑧

3.2.2 Quantum correction codes in a small system

9-qubit code

Here, the basic concept of quantum error correction method will described using Shore’s

nine qubit code. This code is earliest proposed quantum error correction theory with

three bit and 5 bit code [13, 144] and easy to be understand the basic idea of quantum

error correction [219]. From the quantum Hamming bond, to correct one qubit error,

at least �ve qubit is necessary, therefore the Shore’s code can correct any kind of one bit

error. But here we consider only the error which can be represented by linear combination

of Pauli operators, and ignore the qubit readout error. The operations show in the �gure

of the quantum circuit make nine qubit encode to logical one qubit. The block of three

physical qubits state |𝜓⟩ = |0⟩ �rst be operate H-gate (|𝜓⟩ = (|0⟩ + |1⟩)/
√

2), then be

operate CNOT gate with qubit one as control and two and three as target |𝜓𝑙⟩ = (|000⟩+
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|111⟩)/
√

2. Finally, each logical |0𝐿⟩ and |1𝐿⟩ states represent

|0𝐿⟩ =
1√
8

(|000⟩+ |111⟩)(|000⟩+ |111⟩)(|000⟩+ |111⟩) (3.2.2)

|1𝐿⟩ =
1√
8

(|000⟩ − |111⟩)(|000⟩ − |111⟩)(|000⟩ − |111⟩) (3.2.3)

|𝜓⟩1 ∙ ∙ 𝐻 ∙ ∙
|0⟩2
|0⟩3

|0⟩4 𝐻 ∙ ∙
|0⟩5
|0⟩6

|0⟩7 𝐻 ∙ ∙
|0⟩8
|0⟩9

Using this logical qubit, the state during computation is describe |𝜓𝐿⟩ = 𝛼 |0𝐿⟩+𝛽 |1𝐿⟩
where 𝛼, 𝛽 ∈ C. When detecting error, we must never know the coe�cients 𝛼 and 𝛽,

otherwise the state will convergent to digital state. This is the reason why the syndrome

measurement is needed to quantum error correction. In this code, Parity check in each

block of three qubit tell us bit �ip error (X error). To detect the error, another two ancillary

qubits will be used in the �gure of quantum circuit.

|𝜓⟩1
𝑒𝑛𝑐𝑜𝑑𝑒

∙
|0⟩2 ∙ ∙
|0⟩3 ∙

|0⟩𝑆1
|0⟩𝑆2

Measurement results of S1 and S2 will show |1⟩ state only when there is the state di�er-

ence between the qubit one and two or, two and three, respectively. For example, if |1⟩𝑆1
and |0⟩𝑆2 is detected, we know qubit one has bit �ip error. This syndrome is equal to mea-

sure the projection operator Z1Z2 = (|00⟩ ⟨00|+ |11⟩ ⟨11|)⊗ I− (|01⟩ ⟨01|+ |10⟩ ⟨10|)⊗ I

and Z2Z3 for the logical qubit state |𝜓𝐿⟩. Observable ⟨𝜓𝐿|Z1Z2 |𝜓𝐿⟩ = ±1 enable to get
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only the Parity without to detect the information of 𝛼 and 𝛽.

In real system, quantum bit may has any angle disagreement in Bloch sphere, but when

the qubit is measured, the error digitized to the each Pauli measurement basis. Therefore

the only we need to correct the error in stabilizer is �ip the bit or phase.

3.2.3 Stabilizer formalism

The stabilizer formalism was introduced by Daniel Gottesman [90]. In quantum error

correction, the quantum information are encoded into the huge Hilbart space with multi-

qubit state to protect error. However, description of the a quantum state using state vector

becomes complicated with increasing a number of qubits. One of the e�cient description

of such a state vector is the stabilizer formalism using stabilizer operators to describe the

quantum information, not using the state.

For 𝑛-qubit, the Hilbart space is C2𝑛
. In this space, the Pauli group 𝒫𝑛 is de�ned as that

tensor product of the 𝑛-qubit Pauli operators and eigenvalues:

𝒫𝑛 = {±1,±𝑖} ⊗ {I,X,Y,Z} . (3.2.4)

Then the Stabilizer group 𝒮 is de�ned as the Abelian subgroup of the Pauli group contain-

ing none of the identity operator of the 𝑛-qubit I𝑑 = I⊗𝑛
. The stabilizer group has many

degrees of freedom to choose. To identify the stabilizer group, one can de�ne the gen-

erator of the stabilizer group 𝒮 as which commutes with every element of 𝒮 . A element

of the generator divides the space into two eigenspace either with +1 or −1 eigenvalues.

When a system of interest has 𝑚 ≡ 𝑛 − 𝑘 generators, the 2𝑛
-dimension Hilbert space is

divided into 2𝑚
spaces and remained 2𝑘

-dimension space forms "Stabilizer state".

Logical Pauli operators

After coding, computing is execute on the code using logical gates and logical gate must

project circuit’s states to stabilizer states. For surface code, for example, X gate operation

to all data qubits in raw which include Z syndrome can be used as logical X gate. Logical

Z gate is achieved by applying physical Z gate to the all qubit in the column which include

X syndrome qubits, also it can be combined another stabilizers [74, 110, 156]. Hadamard

gate is equivalent to exchange the X and Z axis on the Bloch sphere, hence the logical

Hadamard is operated by applying physical Hadamard to all qubit and exchange the Z

and X stabilizer and the logical Z and X gate.
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Surface code

Here we describe the basic concept of surface code which has advantage for implemen-

tation to solid material. Topological surface code only need the nearest neighbor inter-

action between physical qubits, and it is comparably easy to arrange in superconducting

circuit [74, 110, 156]. The simplest way to construct nearest neighbor interaction is ar-

range the qubits on two dimensional lattice points, and the boundary condition of the

lattice is set what the qubits are arranged on the surface of the torus.

X stabilizer code for 1D

To detect phase �ip error, we de�ne one dimensional surface code by stabilizer. Let us

consider a graph 𝐺1 = (𝑉,𝐸), where qubits represent edges 𝑖 ∈ 𝐸. Stabilizer generators

are given on vertexes by

𝐵𝑣 =
∏︁
𝑖∈𝛿𝑣

X𝑖 (3.2.5)

where 𝛿𝑣 ⊂ 𝐸 represents a set of edges connecting a vertex 𝑣. In this case, logical operator

is encoded as ZL =
∏︀

𝑖∈𝐸 and XL = X𝑖. Since XL does not commute with𝐵𝑣, bit �ip error

cannot be corrected.

When 𝑖th qubit receive phase �ip error Z𝑖, stabilizers of both side chain gives−1 eigen-

values. Then, we can detect the error. Generally, when 𝑛 phase �ip errors are happen, it

is useful to de�ne error operator as Z(𝑐) =
∏︀

𝑖 Z𝑐𝑖
𝑖 , where 𝑖th qubit gets phase �ip error.

When error positions are neighbour, inside stabilizer is not e�ected by error because both

side of the qubit have error then stabilizer gives +1 eigenvalue. Then, we can just know

ends of the error chain, and de�ne the set of the error chain 𝜕𝑐 ⊂ 𝑉 , where 𝜕 repre-

sents the operation to pick up the ends of the error chain from 𝑉 . The error Z(𝑐) �ips the

eigenvalue of the stabilizer 𝐵𝑣 on 𝑣 ∈ 𝜕𝑐. Correcting the error is performed by a repair

operator Z(𝑟) giving 𝜕𝑟 = 𝜕𝑐.

Z stabilizer code for 2D

To correct the both phase �ip and bit �ip error, not only X stabilizer but also Z stabilizer

is required, where X stabilizer composes the Pauli X operators, and Z stabilizer composes

the Pauli Z operators. Both stabilizer also should commute. Using one dimensional ar-

ray of qubits cannot make these oprerators, but quantum error correction requires two

dimensional array of qubit, so-called "surface code" [136].

Let us consider 𝑛 × 𝑛 qubit array 𝐺2 = (𝐹, 𝑉,𝐸), where 𝐹 , 𝑉 , and 𝐸 represent sets

of face, vertex, and edge, respectively. Qubits are put on edges and boundary condition is

periodical (i.e. top side connects bottom one, and right side connects left one), thus array
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forms torus. Stabilizer operators are given by

𝐴𝑓 =
∏︁
𝑖∈𝜕𝑓

Z𝑖 , 𝐵𝑣 =
∏︁
𝑗∈𝛿𝑣

X𝑗 , (3.2.6)

where 𝜕𝑓 represents a set of four edges around face 𝑓 , and 𝛿𝑣 represents a set of four

edges connecting vertex 𝑣. Using these stabilizer operators, a surface code state is given

by +1 eigenstate satisfying

𝐴𝑓 |Ψ⟩ = + |Ψ⟩ , 𝐵𝑣 |Ψ⟩ = + |Ψ⟩ (3.2.7)

For 𝑓 and 𝑣, since operators𝐴𝑓 and𝐵𝑣 share even numbers (0 or 2) of edges, both operator

commute [𝐴𝑓 , 𝐵𝑣] = 0. Error chains of phase �ip error 𝑍(𝑐) are also de�ned on vertex

𝑉 as same as one dimensional code: ends of the chain 𝛿𝑐 gets the �ip of eigenvalue -1 of

the vertex operator 𝐵𝑣. For bit �ip error, error chains 𝑋(𝑐) are de�ned on vertex 𝑉 of the

dual-lattice, in which face and vertex are exchanged, as same as phase �ip error: ends of

the chain 𝛿𝑐 gets the �ip of eigenvalue -1 of the face operator 𝐴𝑓 .

To �nd logical operator ZL and XL, �rst we count the number of edges |𝐸| = 𝑛2
, on

the other hand, the number of stabilizer operators equals the total number of faces and

vertexes |𝑉 | + |𝐹 | = 𝑛2
. However, since the product operator of all face operators is

identity operator, one operator is not independent. For vertex operator, one is also not

independent. So thus, the number of stabilizer generator is |𝑉 |+ |𝐹 |−2 = 2𝑛2−2. When

we use a surface of torus, we can encode two qubit into the array of physical qubit. Any

loop in the surface can be decomposed as product state by stabilizer operators, however,

a set of the loop with 𝜕𝑐 = ∅ can become the logical operator. Thus, we can choose two

non-trvial loops 𝑙1 and 𝑙2 on the torus

ZL1 = Z(𝑙1) , ZL2 = Z(𝑙2) . (3.2.8)

The anti-commuting operator XL𝑖 with ZL𝑖 is also selected as XL𝑖(�̃�𝑖) on the dual-lattice.

On general surface graph, the Euler characteristic of the number is known:

|𝐹 |+ |𝑉 | − |𝐸| = 2− 2𝑔 (3.2.9)

where 𝑔 is genus. |𝐸| represents the number of qubits, and the number of stabilizer is

given by the total number of faces and vertexes |𝐹 | + |𝑉 | − 2. Thus, 2𝑔 logical qubits is

encoded into the surface.
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3.3 Fault-tolerant Quantum Computing

Logical CNOT gate is little bit harder than single gate. As a result of the CNOT gate

operation, the parity of the target bit is the classical XOR of the parity, and the phase

of the control bit is the phase summation. Lattice surgery is one method to operate the

logical CNOT gate using this protocol[114]. In lattice surgery, operating this summation

by combining and dividing ancillary(intermediate) logical bit to the target and control

logical qubit.

Finally, T-gate is implemented using ancillary logical qubit |𝜓𝑇 ⟩ =
(︀
|0𝐿⟩+ 𝑒𝑖𝜋/4 |1𝐿⟩

)︀
/
√

2

and it can not operate on the surface code. This ancillary qubit is generated from each

physical qubit which operated single T-gate. These physical qubit will be made redundant

without enough error correction, and subsequently, measurement and control operation

are performed using multiple this ancillary logical qubits to generate a low-error |𝜓𝑇 ⟩
state. Then logical T-gate is implemented by applying CNOT with this logical qubit and

another control qubit. This process called magic state distillation [25] and it needs the

most number of physical qubit for fault tolerant quantum computation.

There is some methods to constructing the logical qubit, most discussed one is the defect

based surface code which consists from the gate operation using the boundary condition

of the defect(qubit hole) in two dimensional lattice. Consider the size of superconducting

qubit, it is hard to reduce from a few hundreds microns, the way to construct the one

logical qubits on the one chip and connect each other via external classical buss is seems

to be practical[112].

Recent situation as ante-NISQ era, while a processor as a utilitarian machine is required,

there is still a need for a theoretical approach, such as reducing the number of physical

qubits, or considering a structure that is easier to implement in an actual physical system.

3.4 Quantum Annealing

Annealing is process that is used to change the structure og a material. In this process,

one raises the temperature of a material and slowly cools it down to obtain a lower-energy

state - a more ordered, well-structured state. Simulated annealing is an application of this

concept to the computation of optimization problems [130]. The optimization problem is

generally to �nd a state in which a given cost function is minimized, analogous to this

annealing behavior when the cost function is viewed as the energy or entropy of the

system.

For example, the traveling salesman problem is a typical combinatorial optimization
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problem. where each city’s traveling way is given its total distance, which is the cost

function. Finding the minimum value of the cost function by simulated annealing can be

easily understood when considering the motion of a particle moving on a potential. At

the beginning the thermal energy of the particle is high and has a large �uctuation of the

temperature. If you cool it down slowly enough, eventually the probability of �nding the

particle at the potential minimum approaches unity. Therefore, an annealing machine

needs only a physical system that can represent a cost function and introduction of �uc-

tuations.

Although thermal �uctuations are sometimes used in quantum annealing, in general

we use quantum �uctuations. The quantum tunneling e�ect also helps, and the advantage

over classical. The original idea was that we could obtain a superconducting qubit in the

form of an arti�cial spin. In superconducting circuits, we use a spin glass system in which

qubits are arti�cial spins. In quantum annealing, a strong transverse magnetic �eld is

applied to the entire spin glass in order to prepare an easily recognizable ground state in

which all the spins are oriented transversely. From there, the transverse magnetic �eld

is slowly removed so that the system is always in the ground state, and the solution is

�nally obtained.

3.4.1 Adiabatic quantum computing

The stage for the quantum annealing is the Ising model applied transverse magnetic �eld.

Controlling the transverse magnetic �eld allows to �nd the solution of the optimization

problem. However, during the quantum annealing, usually phase transition are happen

and become the bottleneck. To avoid the phase transition, the requirements are given.

Spin glass Hamiltonian

The most typical physical system for performing quantum annealing is the spin glass. The

spin glass have the We assume that a magnetic �eld is applied to the system in the X and

Z directions. In this case, the Hamiltonian of this spin system is

ℋspin(𝑡) = Λ(𝑡)
∑︁
𝑖

𝜀𝑖𝜎
𝑧
𝑖 + Γ(𝑡)

∑︁
𝑖

∆̃𝑖𝜎
𝑥
𝑖 + Λ(𝑡)

∑︁
𝑖𝑟∈site(𝑛)

𝑟≤𝑛

𝐽𝑖𝑟 (3.4.1)

Although there are many possible forms of coupling between spins on a spin glass, we

have represented X,Z coupling of arbitrary length as an ideal Hamiltonian annealing.
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Ising model

Most famous model of the spin glass is Ising model which have only the two site inter-

action 𝐽𝑖𝑗 about the both 𝑧 axis Pauli operators (1.2.14). When magnetic �elds can apply

about 𝑧 and 𝑥 axes, Hamiltonain of the Ising model has also the energy of each spin 𝜀𝑖 for

𝑧 Pauli operator, and ∆̃ for the 𝑥 Pauli operator (1.2.12):

ℋIsing = Λ(𝑡)
∑︁
𝑖

𝜀𝑖𝜎
𝑧
𝑖 + Λ(𝑡)

∑︁
⟨𝑖,𝑗⟩

𝐽𝑖𝑗𝜎
𝑧
𝑖 𝜎

𝑧
𝑗 + Γ(𝑡)

∑︁
𝑖

∆̃𝑖𝜎
𝑥
𝑖 (3.4.2)

:= ℋ0 + Γ(𝑡)
∑︁
𝑖

∆̃𝑖𝜎
𝑥
𝑖 , (3.4.3)

where Λ(𝑡), and Γ(𝑡) represents the time dependence from the external magnetic �elds.

To control the system properly, the amplitude and directions of external magnetic �elds

can be tuned.

Quantum annealing process

The optimization problem to be solved is encoded in the �rst and second terms ℋ0 of

the Ising Hamiltonian (3.4.2). The problem is mathematically represented as interactions

formed as Hamiltonian [160]. The �nal goal of the computation by the quantum annealing

is the �nd the most lowest ground state of the Hamiltonian encoded for optimization

problem of interest [170, 171]. To approach the goal, the initial state is prepared and

the state evolves belong the Schrödinger equation with satisfying the adiabatic condition

(later introduced 3.4.2).

The Quantum annealing process start from the initial state of the Ising Hamiltonian

with the much large transverse magnetic �eld applied

ℋIsign(𝑡 = 0) = Γ(0)
∑︁
𝑖

∆̃𝑖𝜎
𝑥
𝑖 , (3.4.4)

where other two terms is much smaller than transverse terms.

The ground state |Ψ0⟩ of this initial Hamiltonian is the product state of superposition

state at each site

|Ψ0⟩ =
⨂︁
𝑖∈site

|+⟩𝑖 . (3.4.5)

This state have 2𝑁
superposition states with same probability, which well represents the

fact that initial Hamiltonian have the unknown ground state.

During the quantum annealing process, the transverse magnetic �eld is very gradually

decrease (remove) into zero �eld at the 𝑡 = 𝜏 (theoretically 𝜏 = ∞). In this process,
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changing the transverse magnetic �eld Γ(𝑡), the system evolves belong the Schrödinger

equation of the Hamiltonian of the Ising model encoded for the optimization problem:

𝑖~
𝜕

𝜕𝑡
|Ψ(𝑡)⟩ = ℋIsing(𝑡) |Ψ(𝑡)⟩ . (3.4.6)

Then, the solution of the optimization problem is represented by the �nal state after the

natural evolution of the Schrödinger equation.

3.4.2 Adiabatic theorem and convergence condition

When performing quantum annealing, we need to know to some extent how slowly the

Hamiltonian coe�cients should be reduced. After all, the computation time of annealing

corresponds to the change time of this parameter, so estimating it is an assessment of

the performance of the machine. In the time evolution of a general quantum mechanical

system (in the absence of dissipation), we can guarantee that in the limit satisfying the

condition described by adiabatic theorem, the system will follow the ground state reliably.

To derive the adiabatic theorem, we consider the evolution of the system with time-

dependent Hamiltonian ℋ(𝑡) from 𝑡 = 0 to 𝑡 = 𝜏 . Introducing dimensionless variable

𝑠 = 𝑡/𝜏 , using d𝑠/d𝑡 = 𝜏 . the Schöredinger equation for the Hamiltonian ℋ̃(𝑠) is derived

as

𝑖~
d

d𝑠
|𝜓(𝑠)⟩ = 𝜏ℋ̃(𝑠) |𝜓(𝑠)⟩ . (3.4.7)

Here, we assume that the eigenvalues and eigenvectors of the Hamiltonian ℋ̃(𝑠) are 𝑒𝑗(𝑠)

and |𝑒𝑗(𝑠)⟩ with parameter 𝑠

ℋ̃(𝑠) |𝑒𝑗(𝑠)⟩ = 𝑒𝑗(𝑠) |𝑒𝑗(𝑠)⟩ . (3.4.8)

Then the state vector in equation (3.4.7) is assumed to be decomposed by these eigenvec-

tores as following representation with parameter 𝑠:

|𝜓(𝑠)⟩ =
∑︁
𝑗

𝑐𝑗(𝑠)e
−𝑖𝜏𝜑𝑗(𝑠)/~ |𝑒𝑗⟩ , (3.4.9)

where 𝑐𝑗 is coe�cient for each eigenvector and 𝜑𝑗(𝑠) is de�ned as the integration of the

eigenenergy from 0 to 𝑠

𝜑𝑗(𝑠) =

∫︁ 𝑠

0

𝑒𝑗(𝑠
′)d𝑠′ . (3.4.10)

Then the state vector (3.4.9) is substituted into the Schrödinger equation (3.4.7): the left



3.4. Quantum Annealing 69

hand side is expanded as

𝑖~
d

d𝑠
|𝜓(𝑠)⟩ (3.4.11)

= 𝑖~
d

d𝑠

(︃∑︁
𝑗

𝑐𝑗(𝑠)e
−𝑖𝜏𝜑𝑗(𝑠)/~ |𝑒𝑗(𝑠)⟩

)︃
(3.4.12)

= 𝑖~
∑︁
𝑗

[︁ d𝑐𝑗(𝑠)

d𝑠
e−𝑖𝜏𝜑𝑗(𝑠)/~ |𝑒𝑗(𝑠)⟩

− 𝑖

~
𝜏𝑐𝑗(𝑠)

d𝜑𝑗(𝑠)

d𝑠
e−𝑖𝜏𝜑𝑗(𝑠)/~ |𝑒𝑗(𝑠)⟩

+ 𝑐𝑗(𝑠)e
−𝑖𝜏𝜑𝑗(𝑠)/~ d

d𝑠
|𝑒𝑗(𝑠)⟩

]︁
(3.4.13)

= 𝑖~
∑︁
𝑗

e−𝑖𝜏𝜑𝑗(𝑠)/~
[︂

d𝑐𝑗(𝑠)

d𝑠
|𝑒𝑗(𝑠)⟩ −

𝑖

~
𝜏𝑒𝑗(𝑠)𝑐𝑗(𝑠) |𝑒𝑗(𝑠)⟩+ 𝑐𝑗(𝑠)

d

d𝑠
|𝑒𝑗(𝑠)⟩

]︂
, (3.4.14)

where to derive equation (3.4.14) from (3.4.13), deviation of �̇�𝑗(𝑠) = 𝑒𝑗(𝑠) is used. The

other right side is expanded as

𝜏ℋ̃(𝑠) |𝜓(𝑠)⟩ = 𝜏ℋ̃(𝑠)
∑︁
𝑗

𝑐𝑗(𝑠)e
−𝑖𝜏𝜑𝑗(𝑠)/~ |𝑒𝑗(𝑠)⟩ (3.4.15)

= 𝜏
∑︁
𝑗

𝑐𝑗(𝑠)e
−𝑖𝜏𝜑𝑗(𝑠)/~ℋ̃(𝑠) |𝑒𝑗(𝑠)⟩ (3.4.16)

= 𝜏
∑︁
𝑗

𝑐𝑗(𝑠)e
−𝑖𝜏𝜑𝑗(𝑠)/~𝑒𝑗(𝑠) |𝑒𝑗(𝑠)⟩ , (3.4.17)

where (3.4.2) are used. Finally, the Schrödinger equation is

𝑖~
∑︁
𝑗

e−𝑖𝜏𝜑𝑗(𝑠)/~
[︂

d𝑐𝑗(𝑠)

d𝑠
|𝑒𝑗(𝑠)⟩ −

𝑖

~
𝜏𝑒𝑗(𝑠)𝑐𝑗(𝑠) |𝑒𝑗(𝑠)⟩+ 𝑐𝑗(𝑠)

d

d𝑠
|𝑒𝑗(𝑠)⟩

]︂
= 𝜏

∑︁
𝑗

e−𝑖𝜏𝜑𝑗(𝑠)/~𝑐𝑗(𝑠)𝑒𝑗(𝑠) |𝑒𝑗(𝑠)⟩ . (3.4.18)

To analyze this equation (3.4.18), we prepare some equations. Taking deviation of equation
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about 𝑠 and scalar product by ⟨𝑒𝑘|, the left side is

⟨𝑒𝑘(𝑠)| d

d𝑠

(︁
ℋ̃(𝑠) |𝑒𝑗(𝑠)⟩

)︁
= ⟨𝑒𝑘(𝑠)|

(︂
d

d𝑠
ℋ̃(𝑠)

)︂
|𝑒𝑗(𝑠)⟩+ ⟨𝑒𝑘(𝑠)| ℋ̃(𝑠)

(︂
d

d𝑠
|𝑒𝑗(𝑠)⟩

)︂
(3.4.19)

=

⟨
𝑒𝑘(𝑠)

⃒⃒⃒⃒
d

d𝑠
ℋ̃(𝑠)

⃒⃒⃒⃒
𝑒𝑗(𝑠)

⟩
+ 𝑒𝑘(𝑠)

⟨
𝑒𝑘(𝑠)

⃒⃒⃒⃒
d

d𝑠

⃒⃒⃒⃒
𝑒𝑗(𝑠)

⟩
.

(3.4.20)

The right side is

⟨𝑒𝑘(𝑠)| d

d𝑠

(︁
𝑒𝑗(𝑠) |𝑒𝑗(𝑠)⟩

)︁
= ⟨𝑒𝑘(𝑠)|

(︂
d

d𝑠
𝑒𝑗(𝑠)

)︂
|𝑒𝑗(𝑠)⟩+ ⟨𝑒𝑘(𝑠)| 𝑒𝑗(𝑠)

(︂
d

d𝑠
|𝑒𝑗(𝑠)⟩

)︂
(3.4.21)

=

(︂
d

d𝑠
𝑒𝑗(𝑠)

)︂
⟨𝑒𝑘(𝑠)|𝑒𝑗(𝑠)⟩+ 𝑒𝑗(𝑠)

⟨
𝑒𝑘(𝑠)

⃒⃒⃒⃒
d

d𝑠

⃒⃒⃒⃒
𝑒𝑗(𝑠)

⟩
.

(3.4.22)

Then the equation for the matrix element of the Hamiltonian can be derived as⟨
𝑒𝑘(𝑠)

⃒⃒⃒⃒
d

d𝑠
ℋ̃(𝑠)

⃒⃒⃒⃒
𝑒𝑗(𝑠)

⟩
=

(︂
d

d𝑠
𝑒𝑗(𝑠)

)︂
⟨𝑒𝑘(𝑠)|𝑒𝑗(𝑠)⟩+ (𝑒𝑗(𝑠)− 𝑒𝑘(𝑠))

⟨
𝑒𝑘(𝑠)

⃒⃒⃒⃒
d

d𝑠

⃒⃒⃒⃒
𝑒𝑗(𝑠)

⟩
.

(3.4.23)

When 𝑘 ̸= 𝑗, 𝑒𝑗(𝑠)− 𝑒𝑘(𝑠) ̸= 0 and ⟨𝑒𝑘(𝑠)|𝑒𝑗(𝑠)⟩ = 0, thus, this equation is written as⟨
𝑒𝑘(𝑠)

⃒⃒⃒⃒
d

d𝑠

⃒⃒⃒⃒
𝑒𝑗(𝑠)

⟩
=

1

𝑒𝑗(𝑠)− 𝑒𝑘(𝑠)

⟨
𝑒𝑘(𝑠)

⃒⃒⃒⃒
d

d𝑠
ℋ̃(𝑠)

⃒⃒⃒⃒
𝑒𝑗(𝑠)

⟩
. (3.4.24)

When 𝑘 = 𝑗, using arbitrary property of the state vector |𝑒𝑗(𝑠)⟩ = e𝑖𝜃 |𝑒𝑗(𝑠)⟩, we can

choose the proper 𝜃 to satisfy the equation⟨
𝑒𝑗(𝑠)

⃒⃒⃒⃒
d

d𝑠

⃒⃒⃒⃒
𝑒𝑗(𝑠)

⟩
= 0 . (3.4.25)

Therefor, to derive the deviation of the coe�cient �̇�𝑗(𝑠) of the state vectorusing these

equations (3.4.24)- (3.4.25) and taking the matrix element by ⟨𝑒𝑘(𝑠)|, the left side of the
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equation (3.4.18) is

⟨e𝑘(𝑠)| 𝑖~
∑︁
𝑗

e−𝑖𝜏𝜑𝑗(𝑠)/~
[︂

d𝑐𝑗(𝑠)

d𝑠
|𝑒𝑗(𝑠)⟩ −

𝑖

~
𝜏𝑒𝑗(𝑠)𝑐𝑗(𝑠) |𝑒𝑗(𝑠)⟩+ 𝑐𝑗(𝑠)

d

d𝑠
|𝑒𝑗(𝑠)⟩

]︂
(3.4.26)

=𝑖~
∑︁
𝑗

e−𝑖𝜏𝜑𝑗(𝑠)/~
[︂

d𝑐𝑗(𝑠)

d𝑠
⟨e𝑘(𝑠)|𝑒𝑗(𝑠)⟩ −

𝑖

~
𝜏𝑒𝑗(𝑠)𝑐𝑗(𝑠) ⟨e𝑘(𝑠)|𝑒𝑗(𝑠)⟩+ 𝑐𝑗(𝑠) ⟨e𝑘(𝑠)| d

d𝑠
|𝑒𝑗(𝑠)⟩

]︂
(3.4.27)

=𝑖~

[︃
e−𝑖𝜏𝜑𝑘(𝑠)/~

(︂
d𝑐𝑘(𝑠)

d𝑠
− 𝑖

~
𝜏𝑒𝑘(𝑠)𝑐𝑘(𝑠)

)︂
+
∑︁
𝑗 ̸=𝑘

𝑐𝑗(𝑠)e
−𝑖𝜏𝜑𝑗(𝑠)/~

⟨
e𝑘(𝑠)

⃒⃒⃒⃒
d

d𝑠

⃒⃒⃒⃒
𝑒𝑗(𝑠)

⟩]︃
(3.4.28)

=𝑖~e−𝑖
𝜑𝑘(𝑠)

~ 𝜏 d𝑐𝑘(𝑠)

d𝑠
+ e−𝑖

𝜑𝑘(𝑠)

~ 𝜏𝜏𝑒𝑘(𝑠)𝑐𝑘(𝑠) + 𝑖~
∑︁
𝑗 ̸=𝑘

𝑐𝑗(𝑠)e
−𝑖

𝜑𝑗(𝑠)

~ 𝜏

⟨
𝑒𝑘(𝑠)

⃒⃒⃒
d
d𝑠
ℋ̃(𝑠)

⃒⃒⃒
𝑒𝑗(𝑠)

⟩
𝑒𝑘(𝑠)− 𝑒𝑗(𝑠)

.

(3.4.29)

The right side of the equation (3.4.18) is

⟨𝑒𝑘(𝑠)|
(︃
𝜏
∑︁
𝑗

e−𝑖𝜏𝜑𝑗(𝑠)/~𝑐𝑗(𝑠)𝑒𝑗(𝑠) |𝑒𝑗(𝑠)⟩
)︃

=
∑︁
𝑗

𝜏e−𝑖𝜏𝜑𝑗(𝑠)/~𝑐𝑗(𝑠)𝑒𝑗(𝑠) ⟨𝑒𝑘(𝑠)|𝑒𝑗(𝑠)⟩ (3.4.30)

=𝜏e−𝑖𝜏𝜑𝑘(𝑠)/~𝑐𝑘(𝑠)𝑒𝑘(𝑠) . (3.4.31)

Then the equation (3.4.18) is

d

d𝑠
𝑐𝑘(𝑠) =

∑︁
𝑗 ̸=𝑘

𝑐𝑗(𝑠)
e

𝑖
~ [𝜑𝑘(𝑠)−𝜑𝑗(𝑠)]𝜏

𝑒𝑘(𝑠)− 𝑒𝑗(𝑠)

⟨
𝑒𝑘(𝑠)

⃒⃒⃒⃒
d

d𝑠
ℋ̃(𝑠)

⃒⃒⃒⃒
𝑒𝑗(𝑠)

⟩
. (3.4.32)

Let the system evolve in the long time 𝜏 ≫ 1 with initial condition

𝑐0(0) = 1 , 𝑐𝑘(0) = 0 (for 𝑘 ̸= 0) , (3.4.33)

which represent the system initially is at the ground state. We assume the system take

the almost ground state during the evolution:

𝑐0(𝑠) = 1−𝒪
(︀
𝜏−1
)︀
, 𝑐𝑘(𝑠) = 𝒪

(︀
𝜏−1
)︀

= 𝒪(𝑠) (for 𝑘 ̸= 0) . (3.4.34)

This assumption will be checked later for consistency.
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To solve the equation (3.4.18) with using the initial condition and analyse the probability

of the excitation of the Hamiltonian, �rstly we integrate the equation from 0 to 𝑠

𝑐𝑘(𝑠) = 𝑐𝑘(0) +
∑︁
𝑗 ̸=𝑘

∫︁ 𝑠

0

d𝑠′𝑐𝑗(𝑠
′)

e
𝑖
~ [𝜑𝑘(𝑠

′)−𝜑𝑗(𝑠
′)]𝜏

𝑒𝑘(𝑠′)− 𝑒𝑗(𝑠′)

⟨
𝑒𝑘(𝑠′)

⃒⃒⃒⃒
d

d𝑠′
ℋ̃(𝑠′)

⃒⃒⃒⃒
𝑒𝑗(𝑠

′)

⟩
. (3.4.35)

Here we interest the excitation state of the system, so 𝑘 ̸= 0. In this case, 𝑐𝑘(0) = 0 from

assumption (3.4.33) and 𝑐𝑘(𝑠) is approximated as

𝑐𝑘(𝑠) =

∫︁ 𝑠

0

d𝑠′(1−𝒪(𝑠′))
e

𝑖
~ [𝜑𝑘(𝑠

′)−𝜑0(𝑠′)]𝜏

𝑒𝑘(𝑠′)− 𝑒0(𝑠′)

⟨
𝑒𝑘(𝑠′)

⃒⃒⃒⃒
d

d𝑠′
ℋ̃(𝑠′)

⃒⃒⃒⃒
𝑒0(𝑠

′)

⟩
(3.4.36)

+
∑︁

𝑗 ̸=𝑘 , 𝑗 ̸=0
𝑘 ̸=0

∫︁ 𝑠

0

d𝑠′𝒪(𝑠′)
e−

𝑖
~ [𝜑𝑗(𝑠

′)−𝜑𝑘(𝑠
′)]𝜏

𝑒𝑗(𝑠′)− 𝑒𝑘(𝑠′)

⟨
𝑒𝑘(𝑠′)

⃒⃒⃒⃒
d

d𝑠′
ℋ̃(𝑠′)

⃒⃒⃒⃒
𝑒𝑗(𝑠

′)

⟩
(3.4.37)

=

∫︁ 𝑠

0

d𝑠′

[︃
e

𝑖
~ [𝜑𝑘(𝑠

′)−𝜑0(𝑠′)]𝜏

𝑒𝑘(𝑠′)− 𝑒0(𝑠′)

⟨
𝑒𝑘(𝑠′)

⃒⃒⃒⃒
d

d𝑠′
ℋ̃(𝑠′)

⃒⃒⃒⃒
𝑒0(𝑠

′)

⟩]︃
+𝒪

(︀
𝑠2
)︀

(3.4.38)

=

∫︁ 𝑠

0

d𝑠′

[︃
e

𝑖
~ [𝜑𝑘(𝑠

′)−𝜑0(𝑠′)]𝜏

𝑒𝑘(𝑠′)− 𝑒0(𝑠′)

⟨
𝑒𝑘(𝑠′)

⃒⃒⃒⃒
d

d𝑠′
ℋ̃(𝑠′)

⃒⃒⃒⃒
𝑒0(𝑠

′)

⟩]︃
+𝒪

(︀
𝜏−2
)︀

(3.4.39)

We de�ne functions 𝑓(𝑠) and 𝑔(𝑠) as

𝑓(𝑠) :=
𝑖~
𝜏

e
𝑖
~ [𝜑𝑘(𝑠)−𝜑0(𝑠)]𝜏

(3.4.40)

d𝑓(𝑠)

d𝑠
= ∆𝑘(𝑠)e

𝑖
~ [𝜑𝑘(𝑠)−𝜑0(𝑠)]𝜏

(3.4.41)

∆𝑘(𝑠) := 𝑒𝑘(𝑠)− 𝑒0(𝑠) =
d

d𝑠
[𝜓𝑘(𝑠)− 𝜓0(𝑠)] (3.4.42)

𝑔(𝑠) =

⟨
𝑒𝑘(𝑠)

⃒⃒⃒
d
d𝑠
ℋ̃(𝑠)

⃒⃒⃒
𝑒0(𝑠)

⟩
(𝑒𝑘(𝑠)− 𝑒0(𝑠))2

=

⟨
𝑒𝑘(𝑠)

⃒⃒⃒
d
d𝑠
ℋ̃(𝑠)

⃒⃒⃒
𝑒0(𝑠)

⟩
∆𝑘(𝑠)2

. (3.4.43)

Then 𝑐𝑘(𝑠) is

𝑐𝑘(𝑠) =

∫︁ 𝑠

0

d𝑠′ 𝑓 ′(𝑠′)𝑔(𝑠′) +𝒪
(︀
𝜏−2
)︀

(3.4.44)

= −𝑓(𝑠′)𝑔(𝑠′)
⃒⃒⃒𝑠
0

+𝒪
(︀
𝜏−2
)︀

(3.4.45)

= 𝑓(0)𝑔(0)− 𝑓(𝑠)𝑔(𝑠) +𝒪
(︀
𝜏−2
)︀
. (3.4.46)

Here function 𝑓(𝑠) depending on the 1/𝜏 , so thus, this satis�es the assumption of (3.4.34).

Then, for the low probability of the exiting state 𝑐𝑘(𝑠) ≪ 1 at the long evolution time
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𝑡≫ 1, the requirement condition is

𝜏 ≫

⃒⃒⃒⟨
e𝑘(𝑠)

⃒⃒⃒
dℋ̃(𝑠)
d𝑠

⃒⃒⃒
e0(0)

⟩⃒⃒⃒
∆𝑘(𝑠)2

(3.4.47)

Therefor, in original time 𝑡 form, this is⃒⃒⃒⟨
e𝑘(𝑡)

⃒⃒⃒
dℋ(𝑡)
d𝑡

⃒⃒⃒
e0(0)

⟩⃒⃒⃒
∆𝑘(𝑡)2

≪ 1 (3.4.48)

This is so-called "adiabatic theorem".

However above analysis is most based on that the �rst order dependency of the 𝜏−1
and

we ignore the total e�ect from the higher order terms. When the total terms of the higher

order have the dependency more than𝒪(𝜏−1), such e�ect cannnot be ignored even if each

term only depends 𝒪(𝜏−2) [60]. Moreover, when Hamiltonian have the degeneracy, we

can also derive the general adiabatic theorem [121].

3.4.3 Convergence condition

To execute the quantum annealing operation on the Ising Hamiltonian (3.4.2), when the

Hamiltonian evolves with satisfying the adiabatic condition (3.4.48), we analyse the con-

vergence condition for the Γ(𝑡) to ground state of the Hamiltonian at 𝑡→∞ [170].

We assume Γ(𝑡) is the monotonically decreasing function at 𝑡 > 𝑡0. For arbitrary Ising

Hamiltonian, the convergence condition is given by

Γ(𝑡) = 𝑎

⎛⎝
⃒⃒⃒⟨

e𝑘(𝑡)
⃒⃒⃒
dℋ(𝑡)
d𝑡

⃒⃒⃒
e0(0)

⟩⃒⃒⃒
∆𝑘(𝑡)2

𝑡+ 𝑐

⎞⎠
− 1

2𝑁 + 1
, (3.4.49)

where 𝑎 and 𝑐 is constant value, not depending on the number of site 𝑁 .

3.4.4 Optimization problems

There are many research to encode the optimization problem into the Ising model to solve

by the quantum annealing [160, 207]. Here, to compare the algorithm between quantum

annealing computing and gate model quantum computing, we brie�y introduce the search

database in quantum annealing [208], instead of the Grover’s algorithm 3.1.3
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Search database in quantum annealing

The situation is same as the Grovers’ algorithm. We search 𝑀 data of interest from the

database with 𝑁 data. The �nal goal to evaluate the method of the quantum annealing is

to evaluate how the time scale 𝜏 depends on the number of the database 𝑁 (to remind,

classical algorithm cost 𝒪(𝑁)).

1. prepare the cost function (Hamiltonian) ℋ̃𝑤

By using the state vector of the data interest |𝑤⟩, the Hamiltonian is de�ned as

ℋ̃𝑤 = 1− |𝑤⟩⟨𝑤| , (3.4.50)

|𝑤⟩ =
1√
𝑀

∑︁
𝑥∈solution

|𝑥⟩ (3.4.51)

This Hamiltonian selects the data in the database:

˜

ℋ𝑤 |𝑥⟩ =

⎧⎨⎩|𝑥⟩ (𝑥 is not solution)

0 (𝑥 is solution)
(3.4.52)

2. prepare the initial Hamiltonian de�ned as

ℋ̃init = 1− |Ψ0⟩⟨Ψ0| = 1− 1√
𝑁

∑︁
𝑥

|𝑥⟩ . (3.4.53)

3. let the total Hamiltonianℋt evolve from 𝑡 = 0 to 𝑡 = 𝜏 Total Hamiltonian is given

by

ℋ̃t = [1− 𝑓(𝑠)]ℋ̃t + 𝑓(𝑠)ℋ̃t , (3.4.54)

where 𝑠 = 𝑡/𝜏 and the range of 𝑠 is 0 ≤ 𝑠 ≤ 𝑡, and the function 𝑓 is monotonically

increasing and represents the external transverse magnetic �eld.

To analyse the evolution of the total Hamiltonian, we introduce the perpendicular state

vector |𝑤⊥⟩ about the |𝑤⟩:

|𝑤⊥⟩ =
1√

𝑁 −𝑀
∑︁

𝑥/∈solution

|𝑥⟩ . (3.4.55)
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Then Hamiltonian is represented in matrix form as

ℋ̃t =

(︃
⟨𝑤|ℋ̃t|𝑤⟩ ⟨𝑤|ℋ̃t|𝑤⊥⟩
⟨𝑤⊥|ℋ̃t|𝑤⟩ ⟨𝑤⊥|ℋ̃t|𝑤⊥⟩

)︃
. (3.4.56)

Using these two state vector, the initial state can be decomposed as

|Ψ0⟩ =

√︂
𝑀

𝑁
|𝑤⟩+

√︂
𝑁 −𝑀
𝑁

|𝑤⊥⟩ . (3.4.57)

We can calculate each matrix element:

⟨𝑤|ℋ̃t|𝑤⟩ = (1− 𝑓) ⟨𝑤|ℋ̃init|𝑤⟩+ 𝑓 ⟨𝑤|ℋ̃w|𝑤⟩ (3.4.58)

= (1− 𝑓) ⟨𝑤|(1− |Ψ0⟩⟨Ψ0|)|𝑤⟩+ 𝑓 ⟨𝑤|(1− |𝑤⟩⟨𝑤|)|𝑤⟩ (3.4.59)

= (1− 𝑓)

(︂
1− 𝑀

𝑁

)︂
, (3.4.60)

⟨𝑤|ℋ̃t|𝑤⊥⟩ = (1− 𝑓) ⟨𝑤|ℋ̃init|𝑤⊥⟩+ 𝑓 ⟨𝑤|ℋ̃w|𝑤⊥⟩ (3.4.61)

= (1− 𝑓) ⟨𝑤|(1− |Ψ0⟩⟨Ψ0|)|𝑤⊥⟩+ 𝑓 ⟨𝑤|(1− |𝑤⟩⟨𝑤|)|𝑤⊥⟩ (3.4.62)

= −(1− 𝑓)

√︂
𝑀

𝑁

√︂
𝑁 −𝑀
𝑁

, (3.4.63)

⟨𝑤⊥|ℋ̃t|𝑤⟩ = (1− 𝑓) ⟨𝑤⊥|ℋ̃init|𝑤⟩+ 𝑓 ⟨𝑤⊥|ℋ̃w|𝑤⟩ (3.4.64)

= (1− 𝑓) ⟨𝑤⊥|(1− |Ψ0⟩⟨Ψ0|)|𝑤⟩+ 𝑓 ⟨𝑤⊥|(1− |𝑤⟩⟨𝑤|)|𝑤⟩ (3.4.65)

= −(1− 𝑓)

√︂
𝑀

𝑁

√︂
𝑁 −𝑀
𝑁

, (3.4.66)

⟨𝑤⊥|ℋ̃t|𝑤⊥⟩ = (1− 𝑓) ⟨𝑤⊥|ℋ̃init|𝑤⊥⟩+ 𝑓 ⟨𝑤⊥|ℋ̃w|𝑤⊥⟩ (3.4.67)

= (1− 𝑓) ⟨𝑤⊥|(1− |Ψ0⟩⟨Ψ0|)|𝑤⊥⟩+ 𝑓 ⟨𝑤⊥|(1− |𝑤⟩⟨𝑤|)|𝑤⊥⟩ (3.4.68)

= (1− 𝑓)

(︂
1− 𝑁 −𝑀

𝑁

)︂
+ 𝑓 . (3.4.69)

= 1− (1− 𝑓)
𝑁 −𝑀
𝑁

(3.4.70)
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Then, the Hamiltonian is changed as

ℋ̃t =
1

2

(︃
1 0

0 1

)︃
− 1

2

(︃
cos 2𝜃 sin 2𝜃

sin 2𝜃 − cos 2𝜃

)︃
(3.4.71)

where,

cos 2𝜃 =
1

∆𝑤

[︂
1− 2(1− 𝑓)

(︂
1− 𝑀

𝑁

)︂]︂
, (3.4.72)

sin 2𝜃 =
1

∆𝑤

[︃
2(1− 𝑓)

√︂
𝑀

𝑁

√︂
𝑁 −𝑀
𝑁

]︃
, (3.4.73)

∆𝑤 =

√︃
1− 4(1− 𝑓)𝑓

(︂
1− 𝑀

𝑁

)︂
. (3.4.74)

Then, the Hamiltonian can be diagonalized and eigenenergies are given by

𝜀0 =
1

2
(1−∆𝑤) , 𝜀1 =

1

2
(1 + ∆𝑤) (3.4.75)

Therefor, the energy gap is ∆𝑤 = 𝜀1 − 𝜀0.

The adiabatic condition is rewritten in this case as,

𝜏 ≫ 1

∆2
𝑤

⃒⃒⃒⃒
⃒
⟨
𝜀1

⃒⃒⃒⃒
⃒dℋ̃d𝑠

⃒⃒⃒⃒
⃒𝜀0
⟩⃒⃒⃒⃒
⃒ (3.4.76)

=
1

∆2
𝑤

⃒⃒⃒⃒
⃒
⟨
𝜀1

⃒⃒⃒⃒
⃒dℋ̃d𝑓 d𝑓(𝑠)

d𝑠

⃒⃒⃒⃒
⃒𝜀0
⟩⃒⃒⃒⃒
⃒ (3.4.77)

=
1

∆2
𝑤

⃒⃒⃒⃒
d𝑓(𝑠)

d𝑠

⃒⃒⃒⃒⃒⃒⃒⃒
⃒
⟨
𝜀1

⃒⃒⃒⃒
⃒dℋ̃d𝑓

⃒⃒⃒⃒
⃒𝜀0
⟩⃒⃒⃒⃒
⃒ (3.4.78)

⃒⃒⃒⃒
d𝑓(𝑠)

d𝑠

⃒⃒⃒⃒
≤ 𝜏∆2

𝑤⃒⃒⃒⟨
𝜀1

⃒⃒⃒
dℋ̃
d𝑓

⃒⃒⃒
𝜀0

⟩⃒⃒⃒𝜖 (3.4.79)

where 𝜖≪ 1 represents the small number.
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When the number of the database 𝑁 is large 𝑁 ≫𝑀 ,

cos 2𝜃 =
2𝑓 − 1

∆𝑤

+𝒪
(︂
𝑀

𝑁

)︂
, (3.4.80)

sin 2𝜃 =
2(𝑓 − 1)

∆𝑤

√︂
𝑀

𝑁
+𝒪

(︃(︂
𝑀

𝑁

)︂2/3
)︃
, (3.4.81)

∆𝑤 = 1− 2𝑓 +𝒪
(︂
𝑀

𝑁

)︂
. (3.4.82)

Then Hamiltonian and its derivation is approximately

ℋ̃t ≈ −
1

2

⎛⎝ 2𝑓 − 1 2(1− 𝑓)
√︁

𝑀
𝑁

2(1− 𝑓)
√︁

𝑀
𝑁

−2𝑓 + 1

⎞⎠ (3.4.83)

dℋ̃t

d𝑓
= −1

2

⎛⎝ −1
√︁

𝑀
𝑁√︁

𝑀
𝑁

+1

⎞⎠ (3.4.84)

Therefor, a constant number 𝑐 (> 0) exists to be upper the term

⃒⃒⃒
⟨𝜀1|dℋ̃d𝑓 |𝜀0⟩

⃒⃒⃒
< 𝑐 Then,

the upper of the adiabatic condition (3.4.79) is given by

d𝑓(𝑠)

d𝑠
= 𝑐𝜖𝜏∆2

𝑤 = 𝑐𝜖𝜏

[︂
1− 4(1− 𝑓)𝑓

(︂
1− 𝑀

𝑁

)︂]︂
. (3.4.85)

This di�erential equation can be solved for 𝑠 by integration as

𝑠 =
1

2𝑐𝜖𝜏

𝑁√
𝑁 −𝑀

[︁
arctan

(︁√
𝑁 −𝑀(2𝑓 − 1)

)︁
+ arctan

√
𝑁 −𝑀

]︁
. (3.4.86)

At the last of the quantum annealing process, 𝑠 = 1, thus, 𝑓(𝑠 = 1) = 1 and 𝜏 is given by

𝜏 =
1

𝜖

𝑁√
𝑁 −𝑀 arctan

(︁√
𝑁 −𝑀

)︁
(3.4.87)

≈ 1

𝜖

𝜋

2

√
𝑁 ≫

√
𝑁 = 𝒪

(︁√
𝑁
)︁
. (3.4.88)
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Chapter 4

Experiments and Engineering of
Superconducting Quantum Circuit

In this chapter, cryogenic environment and microwave experiments are brie�y intro-

duced. The cryogenic environment is required to make chips fabricated become super-

conductor and to measure such chip. To prepare the cryogenic environment stably, most

commonly used equipment is "Dilution refrigerator" using Helium. So thus, to understand

the capability of the dilution refrigerator, the principle and application is also introduced

together with designed cold �nger and cable wiring. As for the microwave experiment,

the basic experiment methods is explained together with the measured data.

4.1 Cryogenic engineering

In order to make measurements on superconducting quantum circuits, a cryogenic envi-

ronment of about 10 mK is required. This is because the minimum energy gap due to the

Josephson junction, which is the basis of the superconducting qubit, is in the GHz band.

Denoting the energy gap as ~𝜔 = ℎ𝑓 , corresponding characteristic temperature is given

by

𝑇𝑔𝑎𝑝 =
ℎ

𝑘𝑏
𝑓

𝑎𝑡 10[GHz]−−−−−−→ 6.62607004× 10−34 [m2kg s−1]

1.38064852× 10−23 [m2kg s−2K−1]
10 [GHz] ≈ 480 [mK] (4.1.1)

For this reason, the environmental temperature 𝑇𝑒𝑛𝑣 must be low enough so that the en-

ergy gap is not buried in the ambient temperature noise.

In order to carry out the experiment for a long time in such an extremely low temper-

ature environment, it is necessary to maintain the temperature. The dilution refrigerator

(DR) is the only cooling system that can continuously achieve extremely low temperature
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environments of hundreds to tens of mK (Cryogenic environment). It is also necessary to

design an environment in which microwaves can be measured in the dilution refrigerator.

For this microwave measurement, it is also necessary to wire from room temperature to

extremely low temperature in order to apply microwaves. We will construct a measuring

device for a superconducting quantum circuit that meets these requirements.

4.1.1 Properties of the helium mixture gas

To understand the principle and mechanics of the dilution refrigerator, �rstly we focus on

the properties of the mixture gas of
3
He and

4
He [138].

Particle statistics

Whole particles are classi�ed either Fermi particle (fermion) or Bose particle (boson). The

electron, proton, and neutron are most famous and typical particles of the fermion. A

system of multi particles of felmion have unique characteristic that only one fermion

can occupy a given quantum state, and others can not occupy the quantum state. Two

or more statistics particles cannot occupy the same quantum state. This is well known

as Pauli exclusion principle, and for felmion are called as Fermi statistics. On the other

hand, in a system of bosons, such as photon, cooper pair and so on, two or more particles

cannot occupy the same quantum state.

At zero temperature, in the system of fermions, particles occupy energy level from the

bottom. Then maximum energy occupied by the particle is called Fermi enrgy EF, and it

is converted to temperature unit 𝑇F = EF/𝑘B:

𝑇F =
~(3𝜋2𝜌𝑓 )2/3

2𝑚𝑓𝑘𝐵
(4.1.2)

where 𝑚𝑓 is Fermi particle mass, and 𝜌𝑓 is the density of the particles.

On the other hand, in the system of bosons under the 𝑇BEC, all particles occupy the

lowest energy levels. This is called Bose–Einstein condensation (BEC) [138].

𝑇BEC =
2𝜋~
𝑚𝑏𝑘𝐵

(︁ 𝜌𝑏
2.612

)︁2/3
, (4.1.3)

where 𝑚𝑏 is boson mass, and 𝜌𝑏 is the density of the boson.

Particle have also wave function𝜓(𝑥) with position 𝑥. When distance between particles

are closer and wave functions of the nearest neighbour particles become overlap, one

must take account of the exchanging position of particles. There is two way to exchange

the position: one is 𝜓(𝑥1) = 𝜓(𝑥2) (represents the Bose statistic), the other is 𝜓(𝑥1) =
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Figure 4.1.1: Phase diagram of
3
He -

4
He mixture under cryogenic temperature at saturated

vapour pressure [194] The diagram shows the 𝜆 line for the phase transition of the
4
He

between normal �uid and super fulid. The 𝜆 line separates into
4
He -rich phase (dilute

phase) and
3
He -rich phase (concentrated phase). The line shows the Fermi temperatures

𝑇𝐹 depending on the
3
He component. [194, 15, 234]

−𝜓(𝑥2) (represents the Fermi statistic).

3He / 4He mixture liquid

We explain the principle of dilution cooling of He used in the dilution refrigerator. Fig-

ure 4.1.1 shows a phase diagram
3
He -

4
He mixture. This phase diagram contains several

interesting physics. First of all, it is noticeable that
3
He and

4
He cannot mix uniformly in

the shaded region, which is de�ned as the forbidden region, i.e., they are phase separated.

For example, if we start from point A in the �gure 4.1.1 (𝑇 = 1K, 𝑋 = 30%) and cool

along the green line, the phase separation begins at point B, where the
3
He component
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Figure 4.1.2: Chemical potential energy 𝜇𝑑 in
4
He rich phase of

3
He -

4
He mixture []. 𝜇𝑐

is the chemical potential energy of pure liquid of the
3
He . To compare 𝜇𝑑 with 𝜇𝑐, 𝜇𝑐 is

reference energy 𝜇𝑐 = 0. The dash line represents the internal energy due to the interac-

tion between
3
He atoms (Pauli principle). Dash line represents the chemical potential of

a
3
He in pure

3
He liquid. This corresponds to the binding energy of a

3
He in

3
He liquid.

[217, 63]

is separated into a large concentrated phase (point C) and a small dilute phase (point B).

where 𝑋 is the mole fraction of
3
He component. Since the molar volume of the con-

centrated phase is larger and the speci�c gravity is lower, the two phases coexist in the

container with the concentrated phase �oating on top of the dilute phase. At 𝑇 = 0, the

concentration of𝑋 in the dilute phase is 100%, i.e. pure liquid
3
He , while the dilute phase

is 6.6%. Thus, it is one of the major points of dilution cooling that the concentration of

3
He in the dilute phase remains at a �nite value rather than zero even at absolute zero.

Let us look at the phase diagram in more detail. The lambda line in �gure 4.1.1 shows

the temperature at which the
4
He component undergoes a phase transition to the super-

�uid state with Bose-Einstein condensation, which is on the order of 1K. In contrast,

the transition temperature is su�ciently low, mK, for the dilute phase. In contrast, at

su�ciently low temperatures of mK, thermally excited elementary excitations of the su-
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per�uid
4
He component is negligible. The

4
He component of the dilute phase interferes

only slightly with the free motion of the
3
He atoms mixed into it, but they have almost

no e�ect to the thermodynamic property of
4
He component. This is called a "mechanical

vacuum". Conversely, from the viewpoint of
3
He atoms, one can say that they are in a

Fermi degenerate state with a slight increase in e�ective particle mass.

Figure 4.1.2 shows the𝑋 dependence of the chemical potential 𝜇𝑑 of the
3
He component

in the dilute phase. For simplicity, we consider the case of 𝑇 = 0. The chemical potential

is the change in energy of the system when a particle is added to or removed from the

system. The chemical potential𝑚𝑢𝑑 at𝑋 = 0 (the situation where one
3
He atom is in the

super�uid
4
He ) is lower than the chemical potential in the concentrated phase (𝜇𝑐). This

is because a
3
He atom in a dense liquid

4
He is subject to stronger van der Waals attraction

from its surroundings than in a less dense liquid
3
He (dash line shown in Figure 4.1.2).

Here, the liquid
3
He is less dense than liquid

4
He because

3
He atoms have smaller mass

than
4
He atom and thus need more free space around themselves to lower their zero-point

vibration energy due to Heisenberg’s uncertainty relation.

We next consider slowly increasing the concentration of dilute phase
3
He from zero.

Since the
3
He component is Fermi degenerate, 𝜇𝑑 should increase as 𝜇𝑑 ∝ 𝑋2/3

. As

a result, 𝜇𝑑 ≤ 𝜇𝑐 for 𝑋 ≤ 6.6%, and thus the dense phase is a more stable for
3
He .

Therefore, the concentration of
3
He in the dilute phase is upper bounded by 6.6% and does

not increase further. Newely added
3
He atoms will be phase separated as a concentrated

phase.

Entropy and cooling power

The
3
He atoms in the dilute phase can move relatively freely in the mechanical vacuum of

4
He . In this case, the concentrated phase plays the role of a "liquid". If one can selectively

remove or depressurize only the
3
He component of the dilute phase in some way, one

can expect a cooling e�ect by absorbing the latent heat due to evaporation of the
3
He in

the dilute phase. Thus, the principle of dilution cooling is essentially the same as that of

adiabatic evaporative cooling.

Let us consider the cooling power of the dilution refrigerator. In general, at a su�ciently

degenerate low temperature region (𝑇 ≪ 𝑇𝐹 ), the entropy 𝑆 per particle of degenerate

Fermi gas is given by

𝑆 =
𝜋2𝑘𝐵

2

𝑇

𝑇𝐹
=

𝜋2𝑘2𝐵𝑚

~2[3𝜋2𝑛(𝑋)]2/3
𝑇 . (4.1.4)

This equation (4.1.4) shows the temperature variation the of the entropy depending on

the dilute and concentrated phases concentration 𝑋 . Therefore, the entropy of the dilute
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Figure 4.1.3: Competition of cooling power of refrigerator using
3
He -

4
He and

3
He only.

phase is higher than that of the concentrated phase at the same temperature. This view

of the entropy represent the analogy of that the diluted phase corresponds "gas" and the

concentrated phase corresponds "liquid". The latent heat that is taken away from the

environment during evaporation is 𝐿 = 𝑇 (𝑆𝑑 − 𝑆𝑐).

The cooling power �̇� of an evaporating
3
He into concentrated phase at low temperature

is given by

�̇� = �̇�3𝐿 ∝ 𝑇 2 , (4.1.5)

where �̇�3 represents the �ow of
3
He . The cooling power at the low temperature still

exists in �gure 4.1.3. This allow us get the cryogenic environment about 10 mK. On the

other hand, the cooling by
3
He liquid has only reached at about 250 mK (see �gure 4.1.3),

however, at high temperature, helium gas has larger cooling power than dilution cooling.

Thus, we should use proper methods to make cryogenic environment, matching range of

temperate.

4.1.2 Dilution refrigerator

DR provides temperatures below 10 mK and can be operated without moving parts in low

temperature phases, such as cylinders. The DR uses the mixed heat of the two isotopes

of helium,
3
He and

4
He , to provide cooling. In order to be able to perform a dilution re-



4.1. Cryogenic engineering 85

³He-rich gas phase

Still (3He) pumping line

3He condensing line

3He poor phase 

(X ~ 100%)

Phase separation

Mixing chamber (~10 mK)

3He

3He rich phase 

(X ~ 6.6 %)

Stepping heat exchanger

Continuous heat exchanger

Condense line

Still (~ 0.7 K, X < 1% )

Quasi 4K flange

cooling

3He return

heat

Figure 4.1.4: Schematic diagram of the dilution refrigerator (�gure talking from the man-

ual document of the LD250 Bluefors.inc)

frigerator cooling cycle, one must �rst obtain a starting temperature of liquid helium (4.2

K) or a degree below it. Such a refrigerator uses the cooling heat generated by mixing the

helium isotopes
3
He and

4
He for cooling. This cooling cycle is possible due to the spe-

cial and fortunate properties of the
3
He /

4
He mixture at low temperatures. At saturated

vapor pressure, pure
4
He undergoes a phase transition from ordinary liquid to super�uid

at 2.17 K (below this transition temperature the properties of the two isotopes result in

completely di�erent); diluting
4
He with

3
He decreases the super�uid transition temper-

ature. The
4
He -

3
He mixture separates into two phases: the

3
He -rich phase (enriched

phase) and the
3
He -poor phase (dilute phase). Approaching absolute zero, the enriched

phase becomes pure
3
He , while 6.4% of the

3
He remains in the dilute

4
He rich phase. The

enthalpy of
3
He in the dilute phase is greater than in the enriched phase. Therefore, en-

ergy is required to transfer the
3
He atoms from the enriched phase to the dilute phase; in
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DR, this energy is taken from a well isolated environment (mixing chamber), so cooling

occurs.

To do this, it must �rst be cooled below 4.2 K, below which the helium becomes a liquid.

The special properties of the
3
He -

4
He mixture allow for a low-temperature cooling cycle:

when the
3
He /

4
He mixture is cooled below 0.8 K, the

3
He and

4
He are separated into two

phases, with the
3
He being the most enriched phase and the

4
He being the other. On the

one hand,
3
He is the most enriched phase; on the other hand,

4
He and about 6% of

3
He

are dissolved in the dilute phase; the
3
He rich concentrated phase is at the top because it

is lighter in mass than the dilute phase.

Therefore, when the temperature of Still is adjusted to about 0.7 K, only
3
He will evap-

orate selectively due to the di�erence in vapor pressure. As this evaporation takes place,

the
3
He in the dilute phase is reduced, so the

3
He �ows from the concentrated phase to

the dilute phase by osmotic pressure. As this
3
He moves from the concentrated phase to

the dilute phase, it removes heat from the surroundings (cooling). This is because
4
He is

a super�uid below 0.5 K and has almost zero viscosity (since the normal �uid also exists

in the dilute phase, total viscosity is still not zero, but much smaller than normal �uid).

Thus in the dilute phase
3
He can be considered a gas.

In the concentrated phase, however, interaction in
3
He is so strong that it can be con-

sidered a liquid. Therefore, when
3
He changes its state from liquid to gas (evaporation),

it loses heat. This evaporated
3
He can be recovered and cooled again from the other side

to return to the concentrated phase to complete the cooling cycle.
3
He can be constantly

cooled around the surroundings while circulating the
3
He , resulting in a continuous and

stable mK temperature.

Detail of dilution refrigerator

Figure 4.1.4 is a schematic diagram of the dilution refrigerator. The
3
He -

4
He mixture

is phase-separated in the lowermost vessel, called the mixing chamber. The dilute phase

in the mixing chamber is connected to the upper vessel, called the still. The liquid level

(domain between liquid and gas) of the mixture is kept always at the still to get large

and static evaporation rate. The role of the still is to selectively evaporate the
3
He from

the mixture by pumping the mixture vapor through a relatively large cross-sectional tube

(still line) connected on top of the still. The evaporation also decrease the temperature at

still, but this cause the decrease of the evaporating rate. To prevent decreasing the still

temperature, the still also has the a external heater to maintain a constant temperature

of about 0.7 K which can keep the evaporation rate high although the mixing chamber is

cooled.

The idea to selectively exhaust
3
He from the mixed vapor with an exhaust pump is re-



4.1. Cryogenic engineering 87

Temperature T [K]

O
sm

ot
ic

 p
re

ss
ur

e 
π 

[m
ba

r]
X = 1.44%

X = 4.06%

X = 6.28%

Figure 4.1.5: Osmotic pressure of dilute
3
He -

4
He mixture at a pressure 0.26 bar.

alized by using the di�erence of the osmotic pressure of the
3
He from one of the

4
He ,

and using the thermal isolation between the still and the mixing chamber. At mechanical

equilibrium, the osmotic pressure of the
3
He component 𝜋3 is equivalent between the di-

luted phase in the mixing chamber and the liquid in the still. Therefor, in the equilibrium,

the osmotic pressure should be constant anywhere in the still line connected to mixing

chamber. On the other hand, the temperature of the still is well isolated from the mixing

chamber by the stepping heat exchanger.

The osmotic pressure is an increasing function of 𝑋 and 𝑇 (Figure 4.1.5). So thus, the

temperature and the concentration of
3
He in the dilute phase at the mixing chamber is

𝑇 ≈ 10 mK,𝑋 ≈ 6.6%, to equivalent the osmotic pressure of the
3
He , the concentration

of
3
He 𝑋still in the still (𝑇 ≈ 0.7 K) is less than 1% [145, 214].

The vapor pressure of
3
He at still, however, is three orders of magnitude higher than

one of
4
He (shown in �gure 4.1.6). This di�erence between

3
He and

4
He come from the

zero point �uctuation with di�erent mass. Thus, 90% of the exhausted mixture is
3
He ,

which means that
3
He can be exhausted almost selectively.

When
3
He is exhausted, the concentration of

3
He in still is decrease. To make balance

of the osmotic pressure, the �ow of
3
He �̇�3 arise from the concentrated phase into diluted

phase. This �ow �̇�3 is belong the cooling around environment and the cooling power is

depending on the �ow rate (4.1.5). This process is so-called "dilution cooling".
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Figure 4.1.6: Vapour pressures of
3
He and

4
He

Mechanics of dilution refrigerator

If the
3
He vapor is continuously evacuated from the still, the concentrated phase in the

mixing chamber will be eventurally exhausted and the cooling will end. Therefore, con-

tinuous cooling can be achieved by using a well-sealed
3
He evacuation pump operating at

room temperature to return the evacuated
3
He gas to the concentrated phase. The return

path (condense line) is described according to �gure 4.1.4. First, the
3
He gas is re-lique�ed

in a small liquid
4
He depressurized cooling chamber with 𝑇 ≈ 1.5K, called a 1 K pot. It

is then thermally contacted with the still and cooled to 0.7 K before being continuously

cooled in a decompressor.
3
He vapor is then transferred through the continuous heat ex-

changer and step heat exchangers, both of which exchange the heat with a dilute phase

3
He -

4
He mixture through the separating metal wall, and �nally return to the concen-

trated phase in the mixing chamber. The minimum temperature reached by a dilution

refrigerator is determined by the performance of these heat exchangers (moreover, when

we install the measurement cable, they also cause the heat leak into mixing chamber.).

This is because the majority of the heat input into the mixer is provided by
3
He returning

from room temperature through the condense line.

In general, it is known that high cooling e�ciency can be obtained by immersing the

sample directly in the liquid refrigerant due to the large contact area. However, when the
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temperature is lower than 1 K, the interfacial thermal resistance between the liquid helium

and a solid such as a metal becomes a serious problem. This is called "Kapitzer resistance".

which is known to increase as 𝑇 3
. Liquid

3
He ,

3
He -

4
He mixtures and high purity metals

themselves have high thermal conductivities in the mK temperature range. To prevent

this resistance, exchnagers should have large surface area. Such a large surface area in

continuous heat exchnager is realized by the using coiled line in still line. In the step heat

exhanger, scince the temperature is more lower than still, surface is more required. So

thus silver or copper powder is used, of which particle has the size 100 nm.

4.1.3 Cryogenic wiring for microwave

Quantum signals generated by superconducting quantum circuits are transmitted as mi-

crowaves. This microwave path travels over superconducting circuits, through non-magnetic

copper coaxial cables, through low-temperature high-frequency isolators, and then to

NbTi superconducting cables, up to 4K (shown in �gure 4.1.8). The signal that reaches

4K is ampli�ed again by the low noise ampli�er (HEMT AMP) after passing through the

low temperature isolator again. After ampli�cation, signal is carried to the electronic

equipment at room temperature using a low-loss core wire (copper) plated with silver.

At room temperature, a total of about 100 dB of ampli�cation is performed between the

superconducting circuit and the measuring instrument using two stages of ampli�ed air.

Next, the reason for using each component will be described. First, the reason why

the cable directly connected to the superconducting circuit is non-magnetic is that the

superconducting circuit is protected by a magnetic shield (described later), so that the

non-magnetic cable is placed inside the magnetic shield. Furthermore, the reason for

the �exible cable is that the wiring can be freely routed for the rearrangement of the

experimental circuit.

Using a superconducting cable to connect Sample Stage to 4K protect a very weak quan-

tum signal from chip. The signal is very easily buried in noise. In mixing chamber, the

temperature is about 10 mK, there is a very large temperature di�erence with respect to

mK up to 4 K, where ampli�es the signal in the �rst stage. Therefore, the signal is pro-

tected from this thermal noise by using an NbTi cable that becomes superconducting at 4

K or less, has a large electrical resistance, and has a very small thermal conduction.

The reason why the low temperature isolator is sandwiched between the non-magnetic

cable and the superconducting cable is to prevent the back�ow of thermal noise from the

superconducting cable, which is connected to the part hotter than MXC. An isolator is

one of the high-frequency components, and one of the three terminals called a circula-

tor (that transmits signals only in the direction of the arrow) can be used for 50Ω. It is

terminated. As a result, the signal from In to Out �ows, and the noise signal from Out
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Figure 4.1.7: DR design and cold �nger to measure for superconducting quantum circuit

to In is cut o�. For the same reason, an isolator is also installed in the part connected to

the superconducting cable or HEMT ampli�er. In this case, not only the temperature but

also the purpose of preventing the back�ow of noise generated by the HEMT itself. In

any case, the isolator acts as a valve that directs the �ow of the signal in one direction,

preventing noise and the back�ow of the signal itself.

Although it is a HEMT ampli�er, it is necessary to pay close attention to various things

because the ampli�cation here is the �rst for a weak signal. First, it is, of course, better

that the HEMT ampli�er body has su�ciently low noise if its ampli�cation factor is large.

In addition, it is important to have a solid thermal anchor to allow the heat generated by

the HEMT ampli�er to escape su�ciently. Even if the HEMT ampli�er body is good, it is

not good if the DC bias current used for ampli�cation has noise. In other words, it is also

essential to use a low-noise bias power supply.
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Figure 4.1.8: Wiring arrangement to measure for superconducting quantum circuit

In this way, the 4K ampli�ed signal is transmitted to room temperature by a low-loss,

silver-plated copper coaxial cable. At this time, the temperature is already 4K or higher,

so there is no material that becomes superconducting in general distribution. Therefore,

a material with good electrical conductivity is used, but with a coaxial wire made entirely

of silver, the heat in�ow from room temperature becomes extremely large. At high fre-

quencies, there is a phenomenon called the skin e�ect in which a current �ows only on

the metal surface, so only the surface needs to be made of silver, and the other conductors

are BeCu, which does not become a resistor and has a heat conduction smaller than that

of silver. I am using it.

In addition, the superconducting coaxial cable is directly connected and penetrates each

temperature layer to connect MXC and 4K. Therefore, thermal anchors are provided so as

to make thermal contact with each temperature layer. Figure 4.1.7 is the overall picture of

the designed superconducting quantum circuit measuring device in the refrigerator. This

whole thing is called Cold Finger. The Big Plate has a large number of M4 screw holes to

which each microwave component can be �xed. The BigPlate also has two windows. This

is to allow wiring to go back and forth on both sides of this plate. It also has the purpose of

reducing the weight of the entire Cold Finger as much as possible. If the weight increases,

the cooling time increases proportionally. As a rule of thumb, it is said that 1 kg of copper

will increase the cooling time by about 1 hour.

4.2 Microwave engineering

4.2.1 Spectroscopy

One of the most useful and famous experiment methods are spectroscopy to observe a

static state of a system of interest. A static state show the information of the system

such as energy diagram through frequency domain measurement. When spectroscopy
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are conducted, a signal with a frequency of interest are applied into the system of interest,

which are called probe signal. The probe signal are spirited in two paths, one is for a device

under test (DUT), the other is for a reference. Then refraction or transmission signal from

DUT are detected, and also compared with reference signal. This procedure allows us to

know what e�ect are from DUT, namely DUT interact probe signal, and to track physics

and mechanism behind the system.

This method is very useful and convenient because usually we do not know so much

information what we are interesting and want to know inside, so the spectroscopy re-

quires just scattering parameters. Then it is easy to perform experiment while we have

almost no information of the system. Almost any system can be applied and give us many

knowledge.

4.2.2 Measurement resonator

One of the fundamental elements is resonator in quantum electromagnetic dynamics. The

resonator or cavity are characterized by resonant frequency and characteristic impedance.

Quality factor and 𝑆21 of notched resonator

In order to give microwaves to the resonator, it is necessary to locally couple with the

resonator called feedline, and the circuit The �gure is shown in Figure 3.4. V in represents

the power supply, and L 1 and C c of the Feed line are coupled to the resonator with respect

to the LCR resonator. 33 Think of a system. Such a shape is called notch type, and when

it is calculated using Kirchho�’s law etc., it is �nally The obtained S parameter S 21 can

be obtained by referring to [32] and [33].

𝑆𝑛𝑜𝑡𝑐ℎ
21 (𝑓) =

𝑉𝑜𝑢𝑡
𝑉𝑖𝑛

= 𝑎e𝑖𝛼e−2𝜋𝑖𝑓𝜏

[︂
1− (𝑄𝑙/|𝑄𝑒|)e𝑖𝜑

1 + 2𝑖𝑄𝑙(𝑓/𝑓𝑟 − 1)

]︂
(4.2.1)

where, amplitude 𝑎, phase shift 𝛼, 𝜏 electrical delay due to length of a cable. All these

coe�cients can be calculated at the o�-Resonant point 𝑓 = ±∞. The resonator is rep-

resented by a frequency-dependent Lorentz function. It was possible to divide the S-

parameters into two terms, an environment-dependent term and an LCR resonator term.

If we de�ne an external𝑄𝑒 value𝑄𝑒 consisting of a𝑄 value𝑄𝑙, a feedline and a resonator

coupling term, the internal 𝑄𝑖 factor is

𝑄−1
𝑙 = 𝑄−1

𝑖 + Re[𝑄−1
𝑒 ] (4.2.2)

The external 𝑄𝑒 value can be adjusted depending on the strength of the coupling be-

tween the resonator and the feedline, but the internal 𝑄𝑖 value is determined by other
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qualities and is di�cult to design intentionally. For example, if the quality of the board

and a lot of CPW are accumulated, the adjacent ground conductor will �oat and the volt-

age 0 cannot be maintained, inducing other modes. Therefore, a higher internal 𝑄 value

is a requirement to obtain a higher 𝑄𝑙. In the experiment, the obtained S-parameters are

�tted with this equation (4.2.2) to calculate the co-promotion frequency and internal 𝑄𝑖

value.

4.2.3 Spectrum measurement of transmon qubit

The transmon spectrum measured is shown in �gure ?? depending on the external �ux.
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Figure 4.2.1: Measurement result 𝑆21 and normalized data of resonator with 15 airbridges

in center conducting line
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Figure 4.2.2: Measurement result 𝑆21 and normalized data of resonator with 15 airbridges

in center conducting line
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Figure 4.2.3: Measurement result total, internal, and coupling quality factors of resonator

without 15 airbridges in center conducting line
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Figure 4.2.4: Measurement result total, internal, and coupling quality factors of resonator

with 15 airbridges in center conducting line
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Figure 4.2.5: Measurement result total, internal, and coupling quality factors of resonator

without 20 airbridges in center conducting line
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Figure 4.2.6: Measurement result total, internal, and coupling quality factors of resonator

with 20 airbridges in center conducting line
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Figure 4.2.7: Spectrum of Transmon qubits
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Figure 4.2.8: Spectrum of Transmon qubits
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Chapter 5

Micro-architecture of Quantum
Computing Processor

5.1 Quantum Micro-architecture

Micro-architecture is a one fundamental layer to establish the quantum computer. In

classical information processor �eld, micro-architecture of chip is one of the most crucial

concepts to manage, design, fabricate, and verify the milestone. This concept allows us to

simply consider and focus on the layout of the chip without higher level layer to quantum

computer or much lower level physics. What could be so di�cult to implement? As we

have seen in the previous chapters, the source of all the di�culties can be reduced to

noise. Reducing this wide variety of noise requires a great deal of diligent work. Each one

of these tasks gives few visible results. However, as in the case of with the detection of

gravitational waves [47], we are convinced that the endless reduction of noise will add up

to a signi�cant result.

5.2 Requirements of micro-architecture to build quan-
tum computer

A particular solution that is being sought at the moment is the introduction of control

wiring. Compared with the implementation of a classical computer, the quantum com-

puter is very di�erent as listed below. Therefore, there are various new technical chal-

lenges in implementation to be addressed.

1. The number and density of input and output lines to and from the external world are

much larger in quantum arithmetic circuits. We have been working on the imple-
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mentation of quantum logic circuits, which are spatially arranged, whereas quan-

tum logic circuits are temporally arranged. As a result, all physical qubits must be

connected externally to each other by control lines and controlled precisely in the

time domain. A large amount of wiring with high density creates new challenges

such as heat in�ow to the refrigerator and crosstalk between the wires.

2. The frequency of the control signals used in a quantum computing circuit is around

10 GHz, about an order of magnitude higher than the clock frequency of a classi-

cal computer. This is a control microwave frequency that matches the energy of

a typical superconducting qubit, and cannot be lowered easily. As a result, more

advanced wideband interconnection technology and control measures for crosstalk

between interconnects are required.

3. The multilayer interconnection technology of semiconductor integrated circuits

cannot be applied directly to quantum arithmetic circuits. This is because the inter-

layer insulating �lm usually used in such technologies contains a lot of microscopic

impurities that cause decoherence. The aforementioned high-density interconnec-

tion and interconnection crosstalk problems have been solved in conventional in-

tegrated circuits using multilayer interconnection/ground plane technology.

4. In quantum arithmetic circuits, all qubits need to be controlled in the time domain,

so large scale multi-channel broadband signal generators need to be integrated and

implemented. In addition, a large scale multichannel broadband classical logic cir-

cuit is also necessary for reading qubits. Therefore, to �nally implement a 100-

million-qubit universal quantum computer to solve real-world problems, we need

to implement such broadband peripheral circuits on an unprecedented scale.

These requirement to integration of qubits is a very serious problem and cannot be

avoided as long as the surface code scheme is used. Surface coding, as mentioned earlier,

is done on multiple qubit circuits arranged in a grid. However, each qubit must be manip-

ulated in order to perform the surface code. This means that wiring to the qubits located

inside the chip is not possible on a two-dimensional circuit, entirely impossible. In a small

circuit, only the intersection of the wires can be fabricated with Air Bridge [184, 43, 61]

to pseudo-realize a two-dimensional circuit. However, as the circuit gets larger, there are

more and more mixing wires. Thus, for integration, it is proposed to separate the classical

circuits and qubits circuit into di�erent layers.

Each research group is looking for its own way. For example, Google and some use the

�ip chip bonding technology to bond between the two layers [165, 210, 212, 150, 133, 115];

others uses small components called Pogo pins to mechanically create three-dimensional



5.2. Requirements of micro-architecture to build quantum computer 107

interconnects [34, 211]; and MIT uses the through silicon via (TSV) [247], which make hole

on a silicon and connect between front and back sides conductor layers with impedance

matched for microwave. The goal is to achieve multi-layered wiring by micromachin-

ing small holes in the substrate to conduct both sides of the substrate with matching

impedance. In addition, the University of Tokyo group in Japan has proposed vertical

wiring using TSVs from the back of the board. Each of these methods has its own ad-

vantage and disadvantage, and it is di�cult to say which one is better. However, what

they all have in common is that if the wiring layers are separated, wire mixtures are re-

duced, but another problem arises. Thus, there is no doubt that the technical problem

of interconnections is confronting the development of quantum computers. Also, such

three-dimensional wiring is a problem created by arranging qubits in a grid. Therefore,

with the development of the theory of quantum error correction, circuits that are easier

to wire may be devised.
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Chapter 6

Micro-architecture of Surface Code

6.1 Pseudo-two-dimensional surface codemicro-architecture

by Hiroto Mukai, Keiichi Sakata, Simon J Devitt, Rui Wang, Yu Zhou, Yukito Nakajima,

and Jaw-Shen Tsai

published in New Journal of Physics [173].

6.2 Introduction

Recently, architectural designs for large-scale quantum computers have became increas-

ingly comprehensive. This area of research requires a large amount of quantum engineer-

ing to specify how qubits will be manufactured, controlled, characterized, and packaged

in a modular manner for fault-tolerant, error-corrected quantum computation [127, 178,

86, 113, 151]. The vast majority of architectures base their designs on the surface code

because it has one of the highest fault-tolerant thresholds of any error-correction code,

easing the physical �delity requirements on the hardware, and is de�ned over a 2D, near-

est neighbour array of physical qubits.

Superconducting quantum circuits have emerged as a major contender as a scalable

hardware model for the surface code [? 75]. Superconducting qubits are fabricated with

inter-qubit wiring for nearest-neighbor interactions, and each qubit requires external

physical access for bias lines, control lines, and measurement devices. However, as two-

dimensional (2D) arrays are scaled up, planar accessibility for control lines becomes a

problem. Such challenges are sometimes referred to as the wiring problem, where physi-

cal qubits in the interior are no longer accessible in-plane from the edge [83].

Compared with classical silicon integrated circuits, it is much more di�cult to achieve

such wiring in superconducting quantum circuits. To individually access every qubit in
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Figure 6.2.1: Standard circuit architecture and our proposed architecture for surface codes

with 5× 5 qubit array. (a) Standard system utilizing global multi-layer structures, a sep-

arated qubit layer (top �gure), and a control/readout layer (clear layer in bottom �gure).

Qubits are divided into data qubits (orange circles) and X (blue circles) and Z (green circles)

syndrome qubits, and all nearest-neighbor qubits are connected by inter-qubit wiring.

Vertical arrows indicate input/output wiring. (b) Folding operation of proposed architec-

ture. In the horizontal direction, interconnections of the 2D qubit array are stretched out

while maintaining the resonator frequency. At each qubit column, the interconnection

is folded. (c) Proposed planar architecture for surface code. After process (b), the pro-

posed architecture has completely planar external wiring (no arrow intersect any wiring,

external lines, and inter-qubit connections) with the help of pseudo-2D interconnections.

a 2D qubit array, standard multi-layer wiring technologies for silicon integrated circuits

simply cannot be embraced as they generally require the introduction of decoherence

enhancing and low-quality interlayer insulators [105, 126]. Therefore, many groups have

been forced to utilize non-monolithic bulky three-dimensional (3D) wiring technologies

in current superconducting systems [see �gure 6.2.1(a)], such as �ip-chip bonding, pogo

pins, and through-silicon vias (TSVs) [9, 223, 205, 44, 10, 228, 78, 209, 4].
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6.3 Proposed architecture

6.3.1 Concept

Our new architecture for the surface code is obtained by transforming a 2D qubit-array

to a dual 1D qubit-array (we call it bi-linear array of qubits). Figure 6.2.1 shows the map-

ping before and after this transformation. The square lattice in �gure 6.2.1(a) is divided

into its constituent columns. Next, connections between columns, which take shape as

resonators, are stretched [�gure 6.2.1(b)] and then folded on top of each other succes-

sively, as shown in �gure 6.2.1(c). As the connections are stretched out, the frequencies

of the resonators are maintained, and it is a sign of scalability of our architecture. Such

invariable frequencies do not survive in another 2D-array transformation [227].

Therefore, the circuits before and after the transformation both occupy approximately

the same area, as shown by the yellow areas in �gures 6.2.1(a) and (c). The resulting

equivalent surface code circuit is a bi-linear array of the original 2D structure.

The folding operations liberate the columns locked deeply inside the original 2D lat-

tice and bring them out to the edges of the bi-linear array. Therefore, the external con-

trol/readout lines connected to each qubit are accessible from the edges of the chip. This

novel arrangement allows all these external connections to be prepared in a completely

standard 2D layout.

The advantage gained in the external wiring as a result of the transformation, how-

ever, has a small cost in terms of the inter-qubit wiring between columns. These inter-

qubit connections between neighboring columns require multilevel crossings. Nonethe-

less, these 3D structures only need to locally hop over inter-qubit connection lines. Thus,

the cross-connections between the columns can be described as pseudo-2D.

In comparison, for the original surface code architecture, the multi-layer wiring grid

involves an inter-qubit connection layer and an input/output wiring layer. Therefore, a

global multi-layer structure, as shown in �gure 6.2.1(a), is often adopted, which utilizes

non-monolithic bulky 3D wiring technologies as mentioned earlier. Compared with the

standard surface code arrangement, the new architecture has the following advantages:

(1) The complete separation of the input/output wiring and inter-qubit wiring will help

suppress crosstalk between external lines and qubits as well as that between external

lines and inter-qubit connection lines. Therefore, it is possible that the undesired

decoherence of qubits owing to the external wiring will also be reduced.

(2) 2D planar layout of the input/output wiring which connects qubits to external elec-

tronics can be constructed by utilizing the standard 2D wide-band (microwave) tech-

nology. Superconducting resonators for the readout of qubits can also be prepared
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with the standard 2D co-planar design.

(3) For local 3D (psuedo-2D) wiring, the ends of the inter-qubit connection lines always

end up on the same qubit layer, regardless of the number of 3D hops involved in the

connection. In such a case, the multi-layer crossing for this new architecture could

be realized simply by using local monolithic 3D structures, such as superconducting

airbridges.

Moreover, even though the original square lattice architecture can adopt a local 3D

structure (airbridges) for the wire crossings between input/output and inter-qubit connec-

tions, compared with the new architecture, such an arrangement would produce strong

crosstalk between external wiring and inter-qubit connection lines [cf. point (1) above].

Consequently, this architecture straightforwardly solves the challenging 3D external

wiring problem. As mentioned, a convenient technology to realize cross wiring is an air-

bridge: a monolithic microstructure developed as low-loss wiring for superconducting

qubits that can be fabricated in several ways, including a well-established standard fabri-

cation process [43, 61]. It should be noted that, in standard superconducting architecture

designs, a much larger number of airbridges - compared with the number additionally re-

quired for this proposed architecture - are already needed to maintain the uniform ground

potential for all co-planar waveguide-based architectures.

6.3.2 Scaling estimation

To scale-up integration, one needs to consider that increasing the number of qubits 𝑀 in

a column will give rise to an increased number of airbriges in the scaled-up structure of

this architecture [�gure 6.3.1]. Therefore, one should limit 𝑀 to the minimum required

for the surface-code-based computer in an e�ective 2D array. This is the arrangement

before the transformation shown in �gure 6.3.3. This limitation posed by the number of

airbridges results in a subtle change in the design compared with the standard 2D array

for a surface-code design.

The typical logical structure of a computer shown in �gure 6.3.2(b) is a 2D array of

qubits used for the surface code computing utilizing braid-based logic [74]. Logical in-

formation is introduced by strategically switching on/o� parts of the array to create and

manipulate defects, which encode the logical qubits within the computer. The larger the

2D array at the physical layer, the more defects can be introduced for a given number of

logically encoded qubits in the computer - or the error-correction strength of each logical

qubits can be increased. Logic operations are then performed by topological braiding of

the defects around each other. In �gure 6.3.2(b), we illustrate a lattice that encodes two

logical qubits via four pairs of defects (shaded regions), where two pairs are utilized for
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Figure 6.3.1: Physical layout of the new architecture. An arbitrarily long but �xed-width

surface code can be created using a bi-linear arrangement of superconducting qubits that

are cross-coupled with airbridged resonators. The �xed width of the surface code ensures

that the airbridged resonators have a �nite length and number of airbridged crossings.

Each superconducting qubit can be accessed in the plane for the control, initialisation,

and readout technology.
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Defect

Two braid-based logical qubits

 Two lattice-surgery-based logical qubitsDefect

DefectDefect

(b)

(c)

Figure 6.3.2: Standard braid-based arrangement of the surface code su�cient for encoding

two logical qubits of information with a distance 𝑑 = 3. (c) Standard arrangement of

two lattice-surgery-based square patch as su�cient for encoding two logical qubits of

information with a distance 𝑑 = 3.

each logical qubit. The defects are encoded using a 𝑑 = 3 surface code, which can cor-

rect an arbitrary single qubit error on either of the two encoded defect-based qubits. In

order to realize this defect-based structure without signi�cantly compromising the capa-

bility to e�ciently enact arbitrary error-corrected circuits, scaling up is required in two

dimensions.

In our new design the length of columns in the e�ective 2D array is limited owing to

the number of airbridged crossings in an inter-qubit connection, but an arbitrary number

of columns is allowed. Therefore, we envisage that a lattice-surgery-encoded logic will

be used instead of the braid-based logic [shown in �gure 6.3.2(c) for the 𝑑 = 3 surface

code] [114]. The lattice-surgery-encoded logic also can aid the realization of su�ciently

fast classical error-correction decoding [54, 77]. In lattice surgery, isolated square patches

of the planar code (single logical qubit, which is a surface code analogue that can encode

a single piece of logical information) interact along a boundary to enact multi-qubit logic

gates. This reduces the overall physical resource cost of each logical qubit, and results

of several recent studies suggesting that lattice surgery techniques will always be more

resource-e�cient when implementing large-scale algorithms [110, 157, 73]. For a sin-

gle logical qubit encoded with the planar code, a square 2D array of physical qubits is

needed. For a quantum code with a distance 𝑑, (2𝑑−1)× (2𝑑−1) array of physical qubits

is su�cient, the number of which can be reduced further by utilizing rotated planar lat-

tices [114, 157] (see 6.4.4). This results in a linear nearest-neighbor (LNN) logical layout

of encoded qubits [shown in �gure 6.3.3], requiring less physical resources than defect-
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Figure 6.3.3: New logical qubit layout consisting of square patches of the surface code,

each encoding a single logical qubit of information. Between the square patches there are

spacer regions (red columns) to allow lattice-surgery-based logic operations. This layout

maintains a small, �xed width of the physical lattice and converts the computer into an

LNN logical qubit array. A technique for logical compilation and operation can include a

single extra row of physical qubits stretching the length of the computer to enact a new

data bus technique for logic operations using planar codes and lattice surgery [112].
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based logical qubits. As shown in �gure 6.3.3, there are additional columns of physical

qubits (red columns) that are spacers between the encoded qubits, which are required to

perform the lattice surgery operations.

It should be noted that the current methods for circuit compilation using lattice surgery

still assume a 2D nearest-neighbor arrangement of logically encoded qubits [110, 157, 73].

This is because lattice surgery has two basic classes of operations (merges and splits) over

two types of boundary for each planar code qubit (rough and smooth). As merge and

split operations can only occur at a single boundary between logical qubit regions, we

need to be able to convert between smooth and rough boundaries (as described in detail in

Ref. [114]), and hence compilation into this LNN logical structure using a layout of pseudo-

2D physical qubits will require some slight modi�cations over current techniques [110,

157]. However, a recent result of introducing additional rows of physical qubits to act as

a data bus for logic operations can be used and is completely compatible with an LNN

arrangement of qubits at the logical level [112].

Generally, to realize a square logical encoded qubit with given distance 𝑑 of the sur-

face code, a physical array contains 2𝑑− 1 columns with 2𝑑− 1 qubits for each column.

Consequently, for a quantum computer containing 𝑁 logical qubits on the planar code,

an array of 𝑀 × [𝑁𝑀 + (𝑁 − 1)] should be utilized. Here, 𝑀 = 2𝑑− 1 is the number of

qubits in a column, 𝑁𝑀 is the number of columns in the array for 𝑁 logical qubits, and

the extra factor of (𝑁 − 1) is the spacing region between adjacent logical qubits - needed

for the lattice surgery (or a bus system [188]). This translates into a bi-linear array of

2× 1
2
(2𝑑−1)(2𝑑𝑁−1) [shown in �gure 6.3.1]. The number of crossing points by intercon-

nections is at most half the number of qubits in a column, at most ⌈[(2𝑑−1)−1]/2⌉ = 𝑑−1,

representing the number of airbridges per resonator. The factor of 1/2 originates from

the fact that alternate resonators (interconnections) are shared by two qubits. Hence, al-

though the number of columns 𝑁𝑀 linearly increases with the number of logical qubits,

the number of airbridges contained in a resonator will only be half the number of qubits

in a column (which is �xed for a given code distance 𝑑).

In practice, the width of this array is related to the number of logical qubits, whereas

its length is given by the distance of the planar code used to encode each logical qubit.

For a large error-correcting code, each logical qubit requires 𝑑 = 15–20 to be capable

of correcting up to 7–10 errors (su�cient to heavily suppress the logical error rate). For

a heavily error-corrected logical qubit with 𝑑 = 15–21, the total number of qubits in a

column will be 𝑀 = 29–41 with a maximum number of airbridges for a given resonator

of 14–20. By utilizing planar code encoding and lattice surgery [114] for fault-tolerant

logic, we can de�ne our computer as a long, rectangular structure consisting of an LNN

array of logical qubits (requiring compilation of the high-level quantum algorithm with
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LNN constraints [112, 110, 188]).

6.4 Preliminary tests

As a feasibility study of this new circuit scheme, we carried out preliminary evaluations

of its most important new component, namely, the pseudo-2D interconnection consisting

of crossed resonators with airbridges. We studied the dependence of the gate �delity on

the quality factor of resonators, where the centerline contains airbridges. We also stud-

ied the crosstalk between crossed co-planar resonators in the pseudo-2D interconnection

network.

To examine whether airbridges can be used while still satisfying the error requirements

for the surface code, we carried out an experimental test on chips containing the coupling

airbridged resonator without qubits and a numerical simulation on a system containing

a lossy resonator and two qubits without decoherence. Conventional research on super-

conducting quantum circuits employs a lossless resonator to eliminate its contribution.

However, there has been little research related to the dependence of the gate �delity on

the resonator quality factor. Our numerical simulation reveals the lower limit of the inter-

nal quality factor, and the experimental test illustrates the possibility that this proposed

architecture will be viable using current technology without special 3D techniques.

6.4.1 Quality factor of airbriged resonator

We prepared chips using a standard fabrication method for airbridges [? ], with each

chip containing both an airbriged resonator and a reference resonator made out of a 50-

nm-thick Nb �lm. The �lm is sputtered on cleaned surface of non-doped Si substrate

and etched by reactive ion etching (RIE). The airbridge design of each chip, including the

interval between airbridge positions, is identical, and the only di�erence in fabrication is

related to the number of airbridges (15 or 20). Each wafer was treated under the same

conditions but wafers were not fabricated at the same time.

Figure 6.4.1(a) shows the measured internal quality factor, 𝑄𝑖, of resonators containing

15 (black symbols) or 20 (red symbols) airbridges along the center conducting line [�g-

ure 6.4.1(b)], with the reference resonators also illustrated in �gure 6.4.5 (measurement

setup are described in 6.4.5). The quality factor of the resonators with airbridges along

the centerline exceeds > 2.3 × 104
at the power of a single photon level. In comparison

with the reference co-planar resonators, which do not have airbridges, the quality factor

of the resonators with airbridges is about one order of magnitude lower. However, the

quality factor of the resonator with 20 airbridges is higher than that of the resonator with
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Figure 6.4.1: Measured internal quality factor versus average number of photons in res-

onators (a). Four datasets of measured coplanar resonator are shown in �gure; res-

onator with 15 airbridges along the centerline (○), resonator with 20 airbridges along

the centerline (△), reference resonator with no airbridge for 15-airbriged resonator (×),

and reference resonator with no airbridge for 20-airbriged resonator (+). We fabri-

cated two chips; resonators ○ and × were fabricated on one chip, △ and + were

fabricated on the other chip. The dashed line corresponds to averaged single pho-

ton level. 𝑄𝑖 are �tted by standard methods [199]. In detail, a continuous ground

plane is paved under the airbridge, which is forming a microstrip structure locally (b).

Coupling quality factor 𝑄𝑐 and frequency of each resonator 𝜔𝑟/2𝜋; (𝑄𝑐, 𝜔𝑟/2𝜋) =
[○ : (3.141 × 105, 10.132 56 GHz), △ : (5.273 × 105, 7.804 65 GHz), × : (3.959 ×
105, 9.431 47 GHz), + : (5.162× 105, 7.234 19 GHz)].

15 airbridges. These two resonators were fabricated in di�erent wafers, so the result prob-

ably re�ect imperfect reproducibility and parameter scattering in our fabrication process.

Compare the airbridged resonators with the reference resonators fabricated on the same

wafer, it shows a similar deviation trend in the quality factors.

6.4.2 Simulation of gate �delity with lossy resonator

To appraise the e�ect of the extra loss resulting from the insertion of airbridges, we sim-

ulated the average gate in�delity of a CZ gate in our system, where two transmon-type

qubits are coupled through a damped (lossy) resonator [161]. In the simulated system,

each qubit has three energy levels and anharmonicity, 𝜂𝑖, the resonator has �ve energy

levels with photon leakage rate 𝜅𝑖 = 𝜔𝑟/𝑄𝑖, and the coupling constant between each

qubit and the resonator is 𝑔𝑖. In the system, we ignored the qubit–qubit direct coupling.

We adjusted the state of the system to the condition for the CZ gate, which is that the
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Figure 6.4.2: Simulated average gate in�delity of the CZ gate, via the resonator, ver-

sus the quality factor of the resonator. Frequency of the ith qubit between the ground

and �rst excited levels: 𝜔01
𝑖 /2𝜋 = 5.6 GHz and 5.8 GHz; anharmonicity of the ith qubit:

𝜂𝑖/2𝜋 = −200 MHz; resonator frequency: 𝜔𝑟/2𝜋 = 6 GHz; coupling constant between

the ith qubit and resonator: 𝑔𝑖/2𝜋 = 81.2 MHz; e�ective coupling strength between

qubits: 𝑔𝑒𝑓𝑓/2𝜋 = 3 MHz; gate time; 117.9 ns. The dashed line shows the threshold of the

surface code. The dash-dotted line indicates the experimental 𝑄𝑖 with 15–20 airbridges.

energy di�erence from the ground level to the �rst excited level on one qubit is the same

as the energy di�erence from the �rst excited level to the second excited level on the

other qubit. Then, we calculated the time evolution of this system and �nally obtained

the average gate �delity 𝐹 (for more detail see the 6.4.6). To simplify the simulation, we

ignore the pulse shape of the CZ gate operation. The leakage from the whole system to the

external environment was also assumed to be entirely due to the resonator and not due

to qubit decoherence, in order to leave no doubt that the error is caused by resonator loss.

These assumptions were made to evaluate the dependence of the �delity on the quality

factor of the resonators.

Figure 6.4.2 shows the dependence of the in�delity on the quality factor of the resonator,

𝑄𝑖, obtained by simulation. The result indicates that the value of 𝑄𝑖 required for the

in�delity threshold of the surface code (1 − 𝐹 < 0.75 %) is 2 × 103
, and the in�delity is

saturated at 𝑄𝑖 > 104
.

The experimental internal quality factor of a resonator with airbridges at the centerline

is one order of magnitude greater than what is required according to our simulation. In

this experiment, ordinally airbridge technology were used. Therefore, this result strongly

indicates that our proposed system, with realistic parameters, is feasible.

6.4.3 Crosstalk test

The crosstalk between two crossed resonator lines is also evaluated using another chip

as shown in �gure 6.4.3(a). A feed line crosses a resonator vertically using an airbridge
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Figure 6.4.3: (a) Optical image of the chip for crosstalk measurements. The two parallel

horizontal lines are half-wavelength resonators. The two parallel vertical lines are feed

lines used to measure closstalk to the resonators at cross points via airbridges. (b) Detailed

image of the cross point utilizing an airbridge. The center airbridge connects the left to

right signal lines of the resonator over the vertical feed line. The top and bottom airbridges

connect ground (GND) planes, which are separated. The width of the coplanar waveguide

resonator is 10 µm and the gap to the ground is 6 µm. The width of the airbsidges is 9 µm,

the length is 42.6 µm, and the height is 3 µm. (c) Datasets of |𝑆21| (shown on left axis by

blue circles) and crosstalk (shown on right axis by red crosses). The center vertical dashed

line indicates the resonant frequency of the resonator 1, 𝜔𝑟12𝜋 = 8.6645 GHz, evaluated

at port 3. The horizontal dash-dotted line indicates the maximum value of the crosstalk.

[�gure 5(b)].

The frequency of the resonator 𝜔𝑟1 was measured by port 3. We subsequently measured

the crosstalk between the feed line and the resonator around the resonant frequency 𝜔𝑟1.

The crosstalk is due to the airbridge structure that connects the center signal line of the

resonator across the feed line. A continuous microwave signal reference was applied

through the feed line from input port 1 to output port 2 in �gure 6.4.3(a). Then, the signal

was absorbed at the resonant frequency 𝜔𝑟1 of the airbridge resonator, which resulted in a

small dip. In �gure 6.4.3(c), the normalized measured data |𝑆21|with the dip is shown (blue

circles), and the crosstalk de�ned by 20 log10(1−|𝑆21|) dB is also shown (red crosses). The

result shows that the crosstalk due to the crossing airbridge was at most −49 dB when

the frequencies are resonant.

Therefore, to realize the pseudo-2D interconnection network with airbridges, we should
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(b)

(a)

Folded structure of square lattice   

Folded structure of rotated lattice   

Figure 6.4.4: (a) LNN arrangement of three logical qubits of the square patch for the surface

code with the distance 3. (b) LNN arrangement of three logical qubits of the rotated patch

for the surface code with the distance 3.

detune all frequencies of crossed resonators su�ciently. This will suppress the e�ective

crosstalk to an small value, even smaller than the characteristic background damping in

a typical microwave measurement system.

6.4.4 Using the rotated lattice for logical qubit encoding

In the main text, we described the architectural layout using encoded qubits formed from

a square lattice of (2𝑑− 1)2 physical qubits. This number can be reduced by utilizing the

rotated lattice encoding introduced in Ref. [114]. A rotated lattice will reduce the number

of physical qubits in a logical block from (2𝑑−1)2 to 2𝑑2−1, which can result in signi�cant

resource savings for large values of 𝑑.

Regarding the hardware architecture itself, there are no changes required for the under-

lying hardware. In �gure 6.4.4 we illustrate how two encoded qubits in the rotated lattice

are translated to the bi-linear design. Unlike the case when the encoded qubits are square

patches, the airbridge connections become non-uniform. However, the maximum num-

ber of airbridges within a single resonator does not change between the cases of square

encoding and rotated encoding, the square lattice encoding represents the upper bound

for the rotated lattice. Consequently, the design in the main text is completely compatible

with that using rotated lattice encoding.

6.4.5 Extra information on the experiment

We utilized a vector network analyzer (VNA) to measure the internal quality factor and

crosstalk. To evaluate the internal quality factor of resonators, we prepare the chip with

15 airbridges shown in �gure 6.4.5. The spectrum of the resonators was measured using

the input and output ports of the feed line coupled to each resonator.
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Figure 6.4.5: Measured chip for the resonator with 15 airbridges (top) and the reference

resonator (bottom), which are capacitively coupled to the feed line. The resonators are

made of Nb �lm on a non-doped Si wafer.

6.4.6 Information on the simulation

We modeled a part of our system as two qubits coupled via a damped resonator without

leakage from qubits, so the Hamiltonian is

ℋ/~ = 𝜔𝑟𝑎
†𝑎+

∑︁
𝑖=1,2

[︂
𝜔01
𝑖 𝑏

†
𝑖𝑏𝑖 +

𝜂𝑖
2
𝑏†𝑖𝑏𝑖(𝑏

†
𝑖𝑏𝑖 − 1) + 𝑔𝑖(𝑎

†𝑏𝑖 + 𝑎𝑏†𝑖 )

]︂
, (6.4.1)

and this indirect interaction of qubits (last term) is used for the CZ gate. The quantum

map ℰ can be derived solving by the Lindblad master equation, and then we calculate the

average gate (in)�delity in the computational subspace |𝜓s⟩ between the map ℰ and an

ideal CZ gate map ℰCZ, which is de�ned as [236, 28]

𝐹 (ℰ , ℰCZ) =

∫︁
𝑑𝜓s

⟨︀
𝜓s|ℰ−1

CZ ∘ ℰ(𝜓s)|𝜓s

⃒⃒
𝜓s|ℰ−1

CZ ∘ ℰ(𝜓s)|𝜓s

⟩︀
, (6.4.2)

averaged over the Haar measure 𝑑𝜓s. This simulation is performed using Quantum Tool-

box in Python (QuTiP) [125].

6.4.7 Qubit chip fabrication feasibility

The new architecture might suggest that, as the number of the qubit scales up, the chip

would become longer and longer. One may wonder if it is actually possible to fabricate

such a chip. We consider the issue for a realistic logical qubit chips, in terms of its design

and its fabrication feasibility. To circumvent the increasing chip length as it scales, we

consider a case where inter-qubit coupling within qubit array in each column are achieved

by a direct coupling manner, instead of coupled via resonators as in �gure. 6.2.1(c). Such
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coupling scheme was shown to be very e�ective and able to achieve a highly accurate

gate operations [132].

We considered an implementation of a 30 × 30 physical qubit array, for it is a sound

logical qubit for a surface-code based quantum computer. Using realistic physical param-

eters, such logical qubit can be prepared on a 30 mm × 200 mm chip, including readout

resonators, as shown in �gure 6.4.6, where qubits are arranged within the inline 1D ar-

ray, with a pitch of 0.4 mm. The resulted chip size, especially its length, would easily �t

within the size of the largest chip of the day, the wafer scale processor chip having an

area of approximately 46 000 mm2
[222]. The input/output wirings of the chips can all

be arranged in the ordinary 2D manner. Moreover, the above estimation was based on a

preliminary design concept without any sort of area optimization, and the chip size could

be further reduced in the future. Therefore, fabrication of such logical qubit chip should

be possible with the current technology, in principal. Then, many of these logical qubit

chips could be assembled and packaged further as a quantum computer. The inter log-

ical qubit chip connections can be achieved using “quantum bus” architecture [112] for

example. In this case, connection between two logical qubit chips could be established

only with limited numbers of classical connection lines. It seems there is no immediately

foreseeable fundamental physical limit preventing the chip fabrication and its packaging,

at least now.

Pseudo-2D
resonator
network
Readout

resonators

Readout
resonators

Planar input/output connections

Planar input/output connections

200 mm

30
 m

m

Qubit
0.4mm
pitch

Figure 6.4.6: A design of single-logical-qubit chip consists of 30 × 30 physical qubits,

arranged according to the proposed pseudo-2D coupling network architecture. Qubits

are depicted as blue crosses (inset) and resonators are as red lines. All the external input

and output connections can be achieved by the conventional planer wiring technology.

The resulted chip size is approximately 30 mm × 200 mm rectangular.
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6.5 Conclusion

To conclude, we proposed a novel scalable architecture of superconducting quantum cir-

cuits for the surface codes, where standard planar 2D wiring can be adopted for the ex-

ternal wiring, with the help of an airbridge-incorporated inter-qubit pseudo-2D resonator

network. We also carried out an experimental feasibility study of the pseudo-2D resonator

network and showed that there are no fundamental di�culties in realizing it. Our results

indicate that it may be possible to build a fault-tolerant, large-scale quantum computer

using simple monolithic integration technologies. We are planning to construct a small-

scale circuit to further examine and explore this possibility.
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Chapter 7

Micro-architecture of Three
Dimensional Cluster State

7.1 Surface Codes and the Raussendorf lattice

The surface code and the Raussendorf lattice are arguably the preferred method of error-

correction for a large-scale, general purpose quantum computer is a variety of physical

systems. Essentially all hardware systems under development today for scalable quantum

computing prefer this coding technique over the plethora of other options for universal,

error-corrected computation. While other coding techniques do have better theoretical

properties, the surface code is generally chosen for three important reasons that make it

amenable to architectural implementation.

• It has one of the highest fault-tolerant threshold of any error-correcting code, ap-

proaching 1 % depending on the underlying noise assumptions.

• It is de�ned over a 2-dimensional array of qubits with only nearest neighbor inter-

actions required.

• It is a software driven model of computation, meaning that provided enough physi-

cal resources are available (i.e. the number of qubits), no further hardware redesign

or recon�guration is needed when changing the algorithm that is to be run.

Due to its adoption in many hardware designs, the surface code and Raussendorf model

have been studied extensively. Not only is there signi�cant research into the properties

and behavior of the code (in regards to the value of the fault-tolerant threshold, logical

error rate scaling as code distance is increased and resource benchmarking for large-scale

algorithms) but a large amount of the classical support software has been developed. This
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includes classical error-correction decoders, compilers for both braid based logic and lat-

tice surgery logic and mode resource friendly protocols for a universal set of fault-tolerant

gates. Given the di�culty in architecturally building a system with the �exibility to imple-

ment more exotic error correction techniques, especially in superconducting hardware, it

is widely anticipated that surface codes will remain the method of choice for large-scale

quantum computers.

There are many excellent reviews of both the surface code and the Raussendorf model,

how error correction is performed and how algorithms are compiled and run on a ma-

chine utilizing these techniques. We will only brie�y review the basics, which are directly

relevant to the systems layout for an actual architecture.

The surface code requires a 2-dimensional array of qubits with nearest neighbor cou-

pling, as shown in Figure 7.1.1(a). This array of qubits is subdivided into two sets of parity

check operators, known as plaquette and vertex stabilizers. For each plaquette, the circuit

shown in Figure 7.1.1(b) is repeatedly run over the entire lattice to project each group of

four qubits in each plaquette into an eigenstate of the associated 𝑍𝑍𝑍𝑍 operator, with

the ±1 eigenvalue used as a syndrome, indicating the presence of 𝑋 errors on an odd

number of the four qubits in the plaquette. After projecting each plaquette into eigen-

states of the associated 𝑍𝑍𝑍𝑍 stabilizer, the circuit in Figure 7.1.1(c) is run over all the

groups of four qubits associated with a vertex in Fig 7.1.1(a). These circuit are used to

project the four associated qubits into an eigenstate of the 𝑋𝑋𝑋𝑋 operator, with the

Figure 7.1.1: (a) Basic layout of the surface code. The qubits indicated by the circles are

2-dimensionally arranged, and coupled to nearest neighbors. The �lled circles on the

plaquettes of the black lattice 𝐵𝑝 are syndrome qubits for 𝑍𝑍𝑍𝑍 stabilizer, and these

on the vertexes 𝐴𝑣 are syndrome qubits for 𝑋𝑋𝑋𝑋 stabilizer. (b) Quantum circuit for

𝑍𝑍𝑍𝑍 stabilizer. (c) Quantum circuit for 𝑋𝑋𝑋𝑋 stabilizer.
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eigenvalue providing syndrome information regarding 𝑍 errors.

For a large surface code, these two circuits are run repeatedly and in the absence of

any encoded information, syndrome information is extracted at each step and classically

decoded to determine the most likely set of physical errors that have occurred. Provided

that the physical error rate associated with each qubit and each gate in Figs 7.1.1(b) and

(c) is below approximately 1 %, the surface code will e�ectively provide protection to any

encoded information introduced into the computer.

Computation on the surface code is a more complex discussion but it ultimately does

not require any additional hardware considerations and can be omitted in this summary.

Provided each physical qubit can be selectively measured and initialized in the archi-

tecture, all the hardware elements needed for a large-scale computer is encapsulated by

being able to repeatedly run the circuits in Figs 7.1.1(b) and (c) across the whole computer

and to achieve physical error rates at approximately one order of magnitude below the

fault-tolerant threshold of the surface code. [200, 201, 202, 111, 204, 107, 154, 180, 203, 33]

The Raussendorf lattice is a cluster state extension of the surface code. As a code, it is

no di�erent from the surface code and was the �rst example of a more general technique,

now known as foliation, which can convert and CSS quantum code into a cluster state

equivalent. [64, 155, 185, 108, 35, 149, 129, 181, 87, 240, 116]

7.2 Traditional Superconducting architectures

Limiting ourselves to discussing to superconducting quantum computing architectures

that have received heavy investment and are targeting error-corrected, large-scale digital

computation, they all follow essentially the same design speci�cations. The three main

contenders are currently the e�orts at Google, IBM and Rigetti Computing who each are

designing successively larger superconducting qubit arrays that will need to satisfy the

2-dimensional geometric constraints needed by the surface code.

While the devices currently reported from these laboratories are not yet a 2-dimensional

nearest neighbor geometry, they are moving in the same direction. Figure 7.1.1 illustrates

the layouts of the most advanced chips from each group reported to date. The Google

chip Sychamore is a 54 qubit 2-dimensional array of Xmon qubits, the IBM 50Q is a 50

qubit 2-dimensinal array of transmon qubits coupled to microwave resonators while the

Rigetti chip is a speci�c geometry of 19 transmon qubits. IBM has recently announced

more advanced 20 and 50 qubit designs, but have only so far released diagrams related to

their connection geometry (rather than pictures of the device itself)

Current targets for many of these experimental groups is the regime that has become

known as “quantum supremacy”. Quantum supremacy refers to reaching a scale for quan-
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tum machines where certain sampling algorithms that could, in principle, be run on these

devices would be classically intractable for the most powerful supercomputers. While

there is a rich research history into these protocols, papers from Boxio et al. suggests

that a quantum circuit operating over a 2-dimensional lattice of 7× 7 qubits with a depth

of approximately 40 would be classically intractable (or at best, extremely expensive) to

simulate. An added goal of successfully demonstrating this protocol is that the algorithm

is extremely sensitive to errors, even a single Pauli error can cause this algorithm to fail.

Consequently physical error rates would need to be less that the inverse of the circuit area
of the protocol, where circuit area is de�ned at the number of qubits (𝑄), times the circuit

depth (𝐾). In the results of Boxio et al., 𝑄 = 49 and 𝐾 ≈ 40, implying that physical error

rates need to be approximately 𝑝 < 1/2000 = 0.05 %. An physical error rate this small

would satisfy the fault-tolerant threshold condition of the surface code.

The ability to scale to larger 2-dimensional arrays of qubits, for either quantum supremacy

protocols or for larger, more commercially practical quantum computers poses some dif-

�cult engineering challenges. One of the most prescient is the “wiring problem”. As illus-

trated in �gure 7.1.1, the control lines for qubit biasing, control and readout are fabricate

in a planar manner. For the geometries illustrated, this is not a major concern. Each qubit

in the system has planar access across the superconducting chip such that control, bias

and readout lines can be fabricated along with the actual qubits. However, as you go to

larger arrays, this planar access for control lines is no longer possible.

This is a well known problem within the superconducting quantum community and

the current consensus is to develop techniques to bring in control lines vertically onto the

chip. This type of 3-dimensional fabrication for control lines for each qubit has already

seen success, but there has not yet been any reported experiments illustrating this type

of qubit control in conjunction with the qubit protocols that have been demonstrated for

designs with planar control lines. Maintaining high �delities as qubits arrays are scaled

is crucial to building large-scale superconducting qubits and it remains to be seen if this

type of 3D control techniques will allow for qubit scaling into the 100’s, 1000’s or even

higher while maintaining high �delity operations for error-corrected computation.

This work proposes an alternative design that maintains the bene�cial aspects of a sur-

face code, error-corrected, superconducting architecture while eliminating the need for

fabricating control lines into the middle of a large 2D array of qubits. Instead, our de-

sign uses a cluster based approach, utilizing the Raussendorf lattice on a bi-linear array

of qubits. Planar control lines can be fabricated to control each qubit in our system and a

large-scale machine would consists of a very long (and thin) array of qubits, implementing

the same error-correction protocols as more traditional superconducting designs. Our ap-

proach o�ers a possible alternative architectural approach for large-scale superconducting
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machines if the wiring and control problem becomes insurmountable as superconducting

quantum computers scale up.

7.3 Proposal to implement 3D cluster state generation
on 2D circuit

The �nal purpose of this proposal is that using two physical dimensions and one time

dimension, three dimensional "Cluster state" generation and its measurement are real-

ized on completely planar superconducting circuit including external wiring for physical

qubits. The three dimensional cluster state on measurement based quantum computation

(MBQC), known as Raussendorf lattice, has ability to run fault-tolerant quantum compu-

tation.

To create and measure the one-dimensional cluster state, we refer to [181], shown a

quantum circuit in equation 7.3.1 as a starting point for this proposal. A qubit stores the

information as |𝜓⟩ and other qubits are prepared as ground state |0⟩. A key point of our

circuit is recursively utilizing the qubit for |0⟩.

Start from following two quantum circuits which are equivalent when target qubit state

is |0⟩.

|𝜓⟩ ∙ ℳ |𝜓⟩ ∙ 𝐻 × ℳ
⇐⇒

|0⟩ 𝐻 ∙ |0⟩ ×
(7.3.1)

|0〉g H • H Mn

|0〉m Mj |0〉

|0〉1 H • M1

|0〉2 H • • M2

|0〉3 H • • M3
...

|0〉n H • Mn

Figure 7.3.1: Superconducting circuit schematics.
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because this equivalent are proof by following equations.

𝑈CZ(𝐼 ⊗𝐻) |𝜓⟩ |0⟩ =(𝛼 |0⟩ |+⟩+ 𝛽 |1⟩ |−⟩)
=𝑈SWAP(𝛼 |+⟩ |0⟩+ 𝛽 |−⟩ |1⟩)
=𝑈SWAP(𝐻 ⊗ 𝐼)(𝛼 |0⟩ |0⟩+ 𝛽 |1⟩ |1⟩)
=𝑈SWAP(𝐻 ⊗ 𝐼)𝑈CNOT |𝜓⟩ |0⟩ (7.3.2)

where |𝜓⟩ = 𝛼 |0⟩+𝛽 |1⟩, {𝛼, 𝛽} ∈ C, |±⟩ = (|0⟩±|1⟩)/
√

2,𝑈𝑘 are unitary gate operators

for 𝑘 ∈ {SWAP,CNOT,CZ}, 𝐼 and 𝐻 are Identity and Hadamard gates, respectively.

Then quantum circuit of left of Eq. (7.3.1) is clearly equivalent to following quantum circuit

by swapping operation of measurement.

|𝜓⟩ ∙ 𝐻

|0⟩ ℳ
(7.3.3)

Utilizing equation (7.3.1), transformation are realized from original 1D cluster state gen-

erating quantum circuit 7.3.1(left) into recursive quantum circuit with two initial state

(quantum circuit 7.3.1(right)), which require to prepare initial state for su�cient number

that we want to create cluster. In quantum circuit, this transformation is shown as

where |0⟩ is operation to initialize qubit into |0⟩ state. In other words, this 1D cluster

is generated in time by two physical qubits operation including Hadamard, CNOT, mea-

surement, and reset gates. Final outcomeℳ𝑛 from equation 7.3.1 accumulate e�ects by

prior operations, which allow us to run one-way operation by measurements. To imple-

ment this original quantum circuit, one-dimensional physical n-qubit-array are required

(shown in �gure 7.3.1). The number of qubit in the array is the same number of which

you want to generate 1D-cluster. On the other hand, our transformation (shown in �g-

ure 7.3.1) be able to reduce physical resources to construct one-dimensional cluster state.

The required resources are two physical qubits. Additionally introduced repeat opera-

tion are possible to realized utilizing initialization, which are required almost all quantum

algorithms.

To create two dimensional cluster state, time-dependent 1D cluster are extended in

physical space. Therefore, original machine-gun architecture in two dimensional physical

space are converted into one dimensional physical space by one dimensional time. By

using the quantum circuit equation (??), this transformation is described as following

equation from 7.3.2 into 7.3.3.

Conducting the quantum circuit 7.3.2 requires two-dimensional square lattice of phys-

ical qubits. The other quantum ciruite 7.3.2 are implemented into bi-linear qubit-array
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|0〉 H • • M1,1

|0〉 H •• • M1,2

|0〉 H •• • M1,3...
|0〉 H • • M1,n

|0〉 H • •• M2,1

|0〉 H •• •• M2,2

|0〉 H •• •• M2,3...
|0〉 H • •• M2,n

|0〉 H • •• M3,1

|0〉 H •• •• M3,2

|0〉 H •• •• M3,3...
|0〉 H • •• M3,n... �� �� �� �� �� �� �� �� ���� �� �� �� �� �� �� �� ��... �� �� �� �� �� �� �� �� ��

|0〉 H • • Mn,1

|0〉 H •• • Mn,2

|0〉 H •• • Mn,3...
|0〉 H • • Mn,n

Figure 7.3.2: 2 dimensional cluster state generation on 2D array of qubits

(shown in �gure 7.3.2). The transformation of generating two dimensional cluster state

allow to use less resource of physical qubit array than original scheme. For instance, to

generate 10 by 10 cluster state, 10 by 10 array of qubit are required in original scheme.

On the other hand, in our transformation, 2 by 10 qubits array are su�cient for physical

resources.

However, quantum circuit 7.3.3 are can not scale to three dimensional cluster state

with planer wiring on practical chip. The reason why not scale is because generating

three dimensional cluster state make a demand on connecting each qubit in one block

to a qubit placed equivalent position in next block. This interconnection constrain cause

di�culty to scale up this circuit given planer wiring.

To solve this scaling problem of wiring, another transformation are introduced for in-

terconnection of a block, which are shown in quantum circuit 7.3.4. The transformation

replace a line of measured qubits with just one qubit, whose physical qubits arrangement

is shown in �gure 7.3.4. This physical circuit are implemented on planar circuit together

with planar external wiring (in �gure represented as arrows). The transformation requires

measured qubit have multi-qubits coupling independently.

To generate three dimensional cluster state by using planer wiring superconducting

quantum circuit, multi-block of the 2D-cluster state generator circuit introduced above

are utilized (show in �gure 7.3.5). Connection between blocks are build between mea-

surement qubits of next blocks. The circuit to generate 3D-cluster �nally composes one

dimensional measurement qubits array (blue) and generator qubit bunches for each mea-
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|0〉 H • • H M1,n

|0〉 M1,k |0〉
|0〉 H •• • H M2,n

|0〉 M2,k |0〉
|0〉 H •• • H M3,n

|0〉 M3,k |0〉... �� �� �� �� �� �� �� ���� �� �� �� �� �� �� ��... �� �� �� �� �� �� �� ��

|0〉 H • • H Mn,n

|0〉 Mn,k |0〉

Figure 7.3.3: 2 dimensional cluster state generation on bilinear of qubits

|0〉 H • • H M1,n

|0〉 H •• • H M2,n

|0〉 H •• • H M3,n... ������ ������... ������

|0〉 H • • H Mn,n

|0〉 M1,k |0〉 M2,k |0〉 M3,k |0〉· · · Mn,k |0〉

Figure 7.3.4: 2 dimensional cluster state generation on an array of qubits with multi-qubit

coupling
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|0〉 H • • H M1,n

|0〉 H •• • H M2,n... ������ ������... ������

|0〉 H • • H Mn,n

|0〉 • M1,k |0〉 • M2,k |0〉 · · · • Mn,k |0〉
|0〉 H • • H M1,n

|0〉 H •• • H M2,n... ������ ������... ������

|0〉 H • • H Mn,n

|0〉 • • M1,k |0〉 • • M2,k |0〉 · · · • Mn,k |0〉

|0〉 H • • H M1,n

|0〉 H •• • H M2,n... ������ ������... ������

|0〉 H • • H Mn,n
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Figure 7.3.5: 3 dimensional cluster state generation on bilinear array of qubits
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surement qubit. The bunch generate one-dimensional cluster state by using 1D-qubit

array in time, which shapes a line cluster. Using connections between bunches connects

1D-cluster states generated by bunches one by one, which shapes a planner lattice cluster

state. This sequence are repeated in time with using measurement, 3D-cluster state are

constructed. The circuit have one advantage that arbitrary length in time dimension are

used even if cluster state as resource for computation since it allow us to keep to generate

arbitrary long cuboid cluster state while prepared cluster state is limited original physical

resource.
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Chapter 8

Micro-architecture of Quantum
Annealing

SuperconductingQuantumAnnealingArchitecturewith
LC Resonators

by Hiroto Mukai, Akiyoshi Tomonaga, and Jaw-Shen Tsai

published in Journal of the Physical Society of Japan [174].

8.1 Introduction

With the present information explosion in our society, it is indispensable to realize e�-

cient quantum information-processing systems for the coming generation. Such quantum

systems are being researched and developed. Among them, superconducting quantum

circuits are making remarkable progress. Quantum annealing is a class of quantum infor-

mation processing specialized for solving optimization problems [131, 69, 68]. In general,

a wide range of real-world problems can be classi�ed as optimization problems, which

cover the �elds of fundamental science, the improvement of productivity, and the devel-

opment of infrastructure. However, it is practically impossible to solve these optimization

problems with von Neumann computers when the size of the problems exceeds certain

limits [85].

For quantum annealing, a problem to be solved is encoded as strengths of interactions

in a “spin glass” that consists of many spins and interactions between spins [160]. By

suitably encoding the time evolution of the spin glass, nature itself will �nd the minimum

energy of the whole system, giving us the solution to the optimization problem. To build a

quantum annealer, we need to consider what is required for such a physical system. When



138 CHAPTER 8. MICRO-ARCHITECTURE OF QUANTUM ANNEALING

the number of the interactions for each qubit increases, the encoding of optimization

problems becomes more e�cient. Therefore, it is possible to reduce the overhead of the

number of physical spins [27, 38]. Thus, a larger problem can be solved e�ciently. In

general, it is indispensable to increase the number of spins as well as couplings between

these spins to e�ciently solve large-scale problems by quantum annealing.

In this paper, we propose a novel architecture for scalable quantum annealing circuits

with full coupling, in which a spin is coupled to all other spins. The existing superconduc-

tive quantum annealing systems [104, 37] utilize �ux qubits as spins, which are coupled

with each other by an rf-superconducting quantum interference device (SQUID)-based

coupler [106]. On the other hand, in our proposed architecture, the coupling structure

between qubits is mediated by superconducting resonators. Here, the pair of the qubit

and resonator functions as a very long quantum system (spin), enabling it to be coupled

to a large number of other spins. A strongly coupled qubit-resonator pair enables us to

make a large quantum system compared with the size of a qubit. Additionally, to increase

the coupling energy between spins, deep-strong coupling [246? ] between the qubit and

the resonator is introduced. It is also possible to introduce a dispersive readout [229, 123].

8.2 Proposed Architecture

We propose a novel architecture for superconducting circuits to realize a quantum anneal-

ing system that consists of �ux qubits and lumped element (LC) resonators (Fig. 8.2.1).

Each �ux qubit has longitudinal (Z) and transverse (X) degrees of freedom [186, 230].

Their Z and X energies are controlled by applied external magnetic �uxes to the main

loop and 𝛼-loop [shown in Fig. 8.2.1(b)], respectively. It is common to use �ux qubits for

quantum annealing because the quadratic structure of the energy band of the �ux qubit

allows a transverse magnetic �eld and longitudinal magnetic �eld to easily and contin-

uously increase or decrease [104]. For this reason, we also employ �ux qubits for our

proposed architecture.

In general, a lumped element resonator has a uniform current distribution on its in-

ductive parts, in contrast to a distributed resonator such as those of the coplanar type,

with the standing wave dependent on the resonant frequency. In our architecture, we

utilize an LC resonator with a long inductive limb, which plays an important role in our

architecture [see Fig. 8.2.1(a)]. The long inductive limbs make it possible to couple many

spins. Accordingly, an LC resonant mode with a uniform current is realized, while other

non-LC resonant modes inevitably exist. However, by optimizing the parameters of the

circuit, the energy of the LC resonant mode can be realized in the vicinity of the qubit

energy, while making the other modes far away from the energy. Thus, the coupling of
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Figure 8.1.1: Commercially used annealing circuit on superconductor. Rectangular loop

are qubit (blue). Square loop are couplers (green)

the other resonant modes to the qubit can be ignored.

In the architecture, N �ux qubits are arranged on a line and each qubit is connected to

a di�erent LC resonator via a mutual inductance. The N LC resonators are braided so that

they fully interact with each other by the long inductive limb through the rf-SQUID-based

couplers as shown in Fig. 8.2.1(a). Thus, theN �ux qubits e�ectively and fully interact with

all other qubits via the network of LC resonators and couplers.

In contrast with the existing scheme, in which each qubit interacts with some qubits

through an rf-SQUID-based coupler, the proposed system has the following advantages.

The qubits fully interact with each other. The number of interactions between the qubits

is 𝑁(𝑁 − 1)/2 when there are 𝑁 qubits in the proposed circuit. On the other hand, the

existing scheme has a unit cell with 2𝑁 interactions [105]

In the mapping optimization problems to interactions of a system, the larger the num-

ber of spins and interactions between spins, the more e�ciently the problems are mapped.
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Figure 8.2.1: (Color online) Schematic representation of full-coupling quantum annealing

circuit. The orange part is the LC resonator, which has a long inductive limb. All qubits

(blue part) form a pair with the resonator, and each pair couples with all other pairs via

an rf-SQUID-based coupler (green part). × (crosses) represent Josephson junctions. For

simplicity, control lines are omitted in the N-qubit circuit. In the N-qubit circuit, control

lines and resonators are arranged in a multilayer.

Because of the long inductive limbs of resonators for the proposed architecture, it is pos-

sible to increase the number of spins and interactions.

In the mapping optimization problems to interactions of a system, the larger the number

of spins and interactions between spins, the more e�ciently the problems are mapped. In

our architecture, because of the long inductive limbs of resonators, it is possible to increase

the number of spins and interactions.

Considering the actual realization of the quantum annealing circuit, as it is clear from

Fig. 8.2.1(a), the resonator is interwoven in a stitchlike manner. Therefore, a standard mul-

tilayered superconducting integration is required. On the other hand, the qubit, which
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is the part most sensitive to decoherence, can be separately fabricated by the standard

double-angle shadow evaporation of aluminum [58] that produces all the good supercon-

ducting qubits.

8.3 General Quantum Annealing

To perform the quantum annealing, the requirement is that a Hamiltonian of a physical

system �ts the form of the stoquastic Hamiltonian (𝐻𝑄𝐴), which is given by [? ]

ℋ𝑄𝐴 = Λ(𝑡)
∑︁
𝑖

𝜀𝑖𝜎
𝑧
𝑖 + Λ(𝑡)

∑︁
𝑖,𝑗
𝑖<𝑗

𝐽𝑖𝑗𝜎
𝑧
𝑖 𝜎

𝑧
𝑗 + Γ(𝑡)

∑︁
𝑖

∆̃𝑖𝜎
𝑥
𝑖 , (8.3.1)

where 𝜀𝑖 and ∆̃𝑖 are the normalized energies of the ith spin corresponding to the longi-

tudinal and transverse magnetic �elds, respectively, 𝐽𝑖𝑗 is the normalized energy of the

interaction between the spins (−1 ≤ {𝜀𝑖, 𝐽𝑖𝑗} ≤ 1), and Λ and Γ are time-dependently

tunable values.

The optimization problem is mapped onto 𝜀𝑖 and 𝐽𝑖𝑗 . After mapping the optimization

problem to the system, the quantum annealing is performed in accordance with the fol-

lowing procedure. Initially (𝑡 = 𝑡0), all spins are made to face the same direction by

applying transverse magnetic �elds, where Λ(𝑡0) = 0 and Γ(𝑡0) = 1. Then, the magnetic

�elds applied to the spins are gradually changed to the longitudinal direction. Finally, at

𝑡 = 𝑡𝑓 , Λ(𝑡𝑓 ) = 1, and Γ(𝑡𝑓 ) = 0, the states of the spins show us the solution to the

problem. When the system is at the end of an annealing procedure, the energy of the

spin and the strengths of the e�ective interactions between spins should be much larger

than the transverse energy of the spin (∆̃𝑖 ≪ 𝜀𝑖 , 𝐽𝑖𝑗). To satisfy these requirements, the

characteristics of our proposed architecture must be estimated and calculated.

8.4 Requirements of Proposed Architecture

The proposed architecture is described by the following Hamiltonian, which considers

the qubits, resonators, the longitudinal and transverse inductive coupling between each
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Figure 8.3.1: Schematic representation of two �ux qubits coupled to two LC resonators via

a SQUID-based coupler. The �ux qubit and the resonator share a line with a 𝛽-junction.

Blue crosses represent Josephson junctions. Red and purple crosses are 𝛼 and 𝛽-junctions,

respectively. 𝜙 is the phase di�erence across each junction. 𝑓𝛼
𝑖 and 𝑓 𝑧

𝑖 are the 𝛼 and main

loop �ux biases, respectively.

qubit and resonator, and the interactions between resonators [19]:

ℋ𝑁 =
∑︁
𝑖

(𝜀𝑖𝜎
𝑧
𝑖 + ∆𝑖𝜎

𝑥
𝑖 ) + 𝜔𝑟

𝑖

(︂
𝑎†𝑖𝑎𝑖 +

1

2

)︂
+
∑︁
𝑖

𝑔𝑧𝑖 𝜎
𝑧
𝑖

(︁
𝑎†𝑖 + 𝑎𝑖

)︁
+ 𝑔𝑥𝑖 𝜎

𝑥
𝑖

(︁
𝑎†𝑖 + 𝑎𝑖

)︁
+
∑︁
𝑖,𝑗
𝑖<𝑗

𝑔𝑐𝑖𝑗

(︁
𝑎†𝑖 + 𝑎𝑖

)︁(︁
𝑎†𝑗 + 𝑎𝑗

)︁
, (8.4.1)

where i and j are integers from 1 to N, which is the total number of qubits (resonators), 𝜎𝑧
𝑖

and 𝜎𝑥
𝑖 are the ith spin operators of the longitudinal and transverse degrees of freedom,

𝜀𝑖 = 𝜀𝑖(𝑓
𝑧
𝑖 ) and ∆𝑖 = ∆𝑖(𝑓

𝛼
𝑖 ) are the energies of each degree of freedom of the ith qubit,

𝑓 𝑧
𝑖 = Φ𝑧

𝑖 /Φ0 and 𝑓𝛼
𝑖 = Φ𝑥

𝑖 /Φ0, Φ𝑧
𝑖 and Φ𝑥

𝑖 are the �uxes of the ith qubit in the 𝛼-loop and

the main loop, Φ0 is the �ux quantum, 𝑎†𝑖 and 𝑎𝑖 are the bosonic creation and annihilation

operators of the ith resonator, 𝜔𝑟
𝑖 is the energy of the ith resonator, 𝑔𝑧𝑖 and 𝑔𝑥𝑖 are the

longitudinal and transverse coupling constants between the ith qubit and resonator, and
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𝑔𝑐𝑖𝑗 is the coupling constant between the ith and jth resonators, respectively.

When the applied �ux of the main loop changes away from a half-integer multiple of the

�ux quantum, the Z and X energies of the ith qubit (𝜀𝑖,∆𝑖) become ∆𝑖 = 0 and 𝜀𝑖 = 𝜀𝑓𝑖 ,

and the transverse coupling 𝑔𝑥𝑖 is neglected. The third term of the Hamiltonian (ℋ𝑁),

which describes the qubit-resonator interactions, is exactly diagonalized (following and

expanding Billangeon’s method in Refs. [17] and [18]) by the unitary operator given by

𝒰𝑁 = exp

[︃
𝑁∑︁
𝑘=1

𝑁∑︁
𝑙=1

−𝜃𝑘𝑙𝜎𝑧
𝑘

(︁
𝑎†𝑙 − 𝑎𝑙

)︁]︃
. (8.4.2)

Here, 𝜃𝑖𝑗 are set to satisfy the following simultaneous equations for all i and j:

∀𝑖, 𝑗 𝑔𝑧𝑖 𝛿𝑖𝑗 −
𝑁∑︁
𝑘=1

(︀
2𝑔𝑐𝑘𝑗 + 𝜔𝑟

𝑘𝛿𝑘𝑗
)︀
𝜃𝑖𝑘 = 0 , (8.4.3)

where we impose 𝑔𝑐𝑖𝑗 = 𝑔𝑐𝑗𝑖 because the coupling strength of the resonators is symmetric,

and 𝑔𝑖𝑖 = 0 because the self-coupling refers to the self-energy of the resonator 𝜔𝑟
𝑖 , which

has already been included. Under this constraint, using the Baker–Campbell–Hausdor�

(BCH) formulation, the �rst-order terms cancel out, the e�ective interaction terms remain,

and the higher-order terms equal zero,

ℋ′
𝑁 ≡𝒰 †

𝑁ℋ𝑓
𝑁𝒰𝑁

=
∑︁
𝑖

𝜀𝑓𝑖 𝜎
𝑧
𝑖 +

∑︁
𝑖,𝑗
𝑖<𝑗

𝐽𝑖𝑗𝜎
𝑧
𝑖 𝜎

𝑧
𝑗

+
∑︁
𝑖

𝜔𝑟
𝑖

(︂
𝑎†𝑖𝑎𝑖 +

1

2

)︂
+
∑︁
𝑖,𝑗
𝑖<𝑗

𝑔𝑐𝑖𝑗

(︁
𝑎†𝑖 + 𝑎𝑖

)︁(︁
𝑎†𝑗 + 𝑎𝑗

)︁
, (8.4.4)

where 𝐽𝑖𝑗 = −𝑔𝑧𝑖 𝜃𝑗𝑖.
𝐽𝑖𝑗 is the strength of the e�ective interaction between the ith and jth qubits. We can

obtain 𝐽𝑖𝑗 by applying Cramer’s rule to Eq. (8.4.3). 𝜃𝑖𝑗 denotes the route from the ith
qubit to the jth qubit through the network of resonators. In the proposed architecture, the

full interactions between qubits are e�ectively realized. In the Hamiltonian in Eq. (8.4.4),

the qubit-resonator interaction term has already been diagonalized. The remaining terms

of resonator couplings change the eigenenergies of the resonators only and not the other

terms. Therefore, to evaluate the energies of qubits and e�ective couplings between qubits

for the quantum annealing Hamiltonian in Eq. (8.3.1), it is not necessary to consider the

3rd and 4th terms of the Hamiltonian in Eq. (8.4.4) that depend only on the resonators

themselves.
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To map a particular optimization problem that we wish to solve, it is necessary that the

set of interactions (𝐽𝑖𝑗) is encoded to the set of coupling constants of the system (𝑔𝑐𝑖𝑗). If

the encoding time is not polynomial when using a classical computer, it makes no sense

to build the system. In our proposed circuit, once the set of interactions of the problem is

�xed, it can be converted to the set of 𝑔𝑐𝑖𝑗 by a common matrix method using a classical

computer in polynomial time with Eq. (8.4.3).

We de�ne the coupling matrix 𝐺 with non-diagonal elements 2𝑔𝑐𝑖𝑗 and diagonal ele-

ments 𝜔𝑟
𝑖 . Then, using Cramer’s rule, we obtain 𝐽𝑖𝑗 = −𝑔𝑧𝑖 (det𝐺′

𝑖𝑗/ det𝐺), where 𝐺′
𝑖𝑗

is 𝐺 with the ith columns replaced with the vector (0, · · · , 0, 𝑔𝑧𝑗 , 0, · · · , 0)𝑇 , which has

the jth qubit-resonator coupling strength at the jth element with other elements equal to

zero. The highest orders of det𝐺 and det𝐺′
𝑖𝑗 for the resonator energy are

det𝐺 ∝
𝑁∏︁
𝑘=1

𝜔𝑟
𝑘, det𝐺′

𝑖𝑗 ∝ 2𝑔𝑧𝑗 𝑔
𝑐
𝑖𝑗

𝑁∏︁
𝑘=1, 𝑘 ̸=𝑖,𝑗

𝜔𝑟
𝑘 . (8.4.5)

Therefore, we can estimate the strength of the e�ective interaction through just two (i
and j) resonators as

|𝐽𝑖𝑗| ∝ (𝑔𝑧𝑖 /𝜔
𝑟
𝑖 )(𝑔

𝑧
𝑗 /𝜔

𝑟
𝑗 )𝑔

𝑐
𝑖𝑗 , (8.4.6)

where the lower-order terms of 𝜔𝑟
are ignored, which are much smaller than the highest-

order term because the lower-order terms correspond to coupling through more than two

resonators.

In the strong-coupling regime, which is usually used in the �eld of superconducting

circuits, the resonator energy 𝜔𝑟
is larger than the coupling constant 𝑔 between a qubit

and resonator (𝜅, 𝛾 ≪ 𝑔 < 𝜔𝑟), where 𝜅 and 𝛾 are the photon leakage rate from the

resonator and the relaxation rate from the qubit, respectively. In this regime, the value of

|𝐽𝑖𝑗| is much smaller than the su�cient strength of the interactions: |𝐽𝑖𝑗| ≪ 1.

For example, when 𝑁 = 2, 𝐽𝑖𝑗 is given by

𝐽12 =
4𝑔𝑧1𝑔

𝑧
2𝑔

𝑐
12

𝜔𝑟
1𝜔

𝑟
2 − (2𝑔𝑐12)

2
. (8.4.7)

The value of 𝐽12 is lower than the order of MHz when common values of the qubit-

resonator coupling strength [21] (∼ 100 MHz) are used in the strong-coupling regime.

To satisfy the requirement of the �nal procedure (see Sect. 8.3) of the quantum annealing,

𝜀 must also be lower than the order of MHz. However, the thermal �uctuation of a quan-

tum circuit in a 10 mK environment is equivalent to a frequency �uctuation of around

200 MHz. Thus, this system cannot give the correct solution to problems because the

�nal state of the qubits is easily buried in thermal noise.
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The ultrastrong-coupling regime [183, 71] is stronger than the strong coupling regime.

However, the coupling strength is still smaller than the energy of the resonator by one

order of magnitude (𝑔 ∼ 0.1𝜔𝑟), so the strength of the e�ective interactions is also insuf-

�cient in this regime. To resolve this problem of the strength, we adopt the deep-strong-

coupling regime, which has recently been realized in experiments [246? ].

In the deep-strong-coupling regime, the coupling strength between the qubits and res-

onators is similar to the energy of the resonator (𝑔 ∼ 𝜔𝑟). A large inductance, generated

by the qubit and the resonator sharing a line and a large Josephson junction (called 𝛽-

junction), allows the coupling strength to increase. In this regime, the strength of the

e�ective interaction is larger and Eq. (8.4.6) becomes

|𝐽𝑖𝑗| ∝ 𝑔𝑐𝑖𝑗 . (8.4.8)

The order of the strength of 𝐽𝑖𝑗 depend the order of the strength of 𝑔𝑐𝑖𝑗 .

Although in this regime, the approximation of the Jaynes–Cummings model fails, the

second-order term of the resonator 𝑔𝑧,2𝑖 (𝑎†𝑖 +𝑎𝑖)
2

appears in the system Hamiltonian with-

out the approximation of the Rabi model. Fortunately, following the method of Ref. [246],

this second-order term can be transformed into a �rst-order term and eliminated to obtain

the form of the Hamiltonian in Eq. (8.4.1).
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Figure 8.4.1: (Color online) Calculated energy levels of a �ux qubit with a 𝛽-junction as a

function of main loop �ux bias. The energy gap between 𝐸1 and 𝐸0 is 2
√︀

∆2
𝑖 + 𝜀2𝑖 . |Ψ𝜉⟩

is the 𝜉th eigenstate given 𝐸𝜉 . We take the calculation space maximum value of 𝑘, 𝑙, and

𝑚 of 7 for a good approximation. The parameters are 𝐸𝑐/ℎ = 5 GHz, 𝐸𝐽/ℎ = 250 GHz,

𝛼 = 0.7, and 𝛽 = 4.
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Next, we calculate the energy levels and the coupling strengths of the qubit in the deep-

strong-coupling regime. From Fig. 8.2.1(b), the Hamiltonian of the ith qubit is given by

ℋ𝑞
𝑖 =

1

2(𝛼 + 𝛽 + 2𝛼𝛽)𝐶

[︀
(𝛼 + 𝛽 + 𝛼𝛽)

(︀
𝑞2𝑎 + 𝑞2𝑏

)︀
−(1 + 2𝛼)𝑞2𝛽 − 2𝛼𝛽𝑞𝑎𝑞𝑏 − 2𝛼(𝑞𝑎 + 𝑞𝑏)𝑞𝛽

]︀
− 𝐸𝐽 {cos𝜙𝑎 + cos𝜙𝑏 + cos𝜙𝛽 (8.4.9)

+𝛼 cos (𝜋𝑓𝛼
𝑖 ) cos [𝜙𝑎 + 𝜙𝑏 + 𝜙𝛽 + 𝜋(2𝑓 𝑧

𝑖 − 𝑓𝛼
𝑖 )]} ,

where 𝑞𝑗 is the conjugate momentum of 𝜑𝑗 = 𝜙𝑗Φ0/2𝜋, 𝑗 ∈ {𝑎, 𝑏, 𝛽}, 𝐶 is the capaci-

tance of the Josephson junction, 𝐸𝐽 is the energy of the Josephson junction, and 0.5𝛼𝐸𝐽

and 𝛽𝐸𝐽 are the energies of the 𝛼-junction and 𝛽-junction, respectively. To derive the en-

ergy levels, we calculate the Schrödinger equation of the Hamiltonian (ℋ𝑞
𝑖 ) by using the

wave function |Ψ𝜉⟩ =
∑︀

𝑘,𝑙,𝑚𝐶
𝜉
𝑘,𝑙,𝑚|𝜓

(𝑎)
𝑘 ⟩|𝜓

(𝑏)
𝑙 ⟩|𝜓

(𝛽)
𝑚 ⟩, where |𝜓(𝑗)

𝜂 ⟩ = (2𝜋)−1/2 exp(−𝑖𝜂𝜙𝑗),

𝐶𝜉
𝑘,𝑙,𝑚 is an arbitrary complex number for 𝜂 ∈ {𝑘, 𝑙,𝑚} and 𝜉 is the number of energy

states. The energy band structure is shown in Fig. 8.4.1.

The coupling constant between the qubit and the resonator via the 𝛽-junction is also

calculated [191] (shown in Fig. 8.4.2) as

𝑔
‖
𝑖 =

1

2
𝐼𝑟 ×

1

2
Φ0 (⟨Ψ1|𝜙𝛽 |Ψ1⟩ − ⟨Ψ0|𝜙𝛽 |Ψ0⟩) , (8.4.10)

𝑔⊥𝑖 =
1

2
𝐼𝑟 ×

1

2
Φ0 (⟨Ψ0|𝜙𝛽 |Ψ1⟩+ ⟨Ψ1|𝜙𝛽 |Ψ0⟩) , (8.4.11)

where 𝜙𝛽 is the phase di�erence at the 𝛽-junction.

As shown in Fig. 8.4.1, a �ux qubit can be well approximated as a two-level system

around the optimal point (𝑓 𝑧
𝑖 ∼ 0.5) because of its large anharmonicity [186]. Using the

Hamiltonian in Eq. (8.4.9) and both of the coupling constants in Eqs. (8.4.10) and (8.4.11),

the Hamiltonian of the resonator-qubit pair is given by

ℋ𝑞𝑟
𝑖 = 𝜔𝑟

𝑖

(︂
𝑎†𝑖𝑎𝑖 +

1

2

)︂
+ 𝜔𝑞

𝑖 𝜎
𝑧′

𝑖 +
(︁
𝑔
‖
𝑖 𝜎

𝑧′

𝑖 + 𝑔⊥𝑖 𝜎
𝑥′

𝑖

)︁(︁
𝑎†𝑖 + 𝑎𝑖

)︁
, (8.4.12)

where 𝜔𝑞
𝑖 =

√︀
∆2

𝑖 + 𝜀2𝑖 and the Pauli matrix 𝜎𝑧′
𝑖 basis is |Ψ0⟩ and |Ψ1⟩. 𝑔𝑧𝑖 and 𝑔𝑥𝑖 in the

coordinate 𝜎𝑧
𝑖 of the Hamiltonian in Eq. (8.4.1) can be calculated using 𝑔

‖
𝑖 , 𝑔⊥𝑖 , 𝜀𝑖, and ∆𝑖

(Fig. 8.4.2). Thereby, 𝑔𝑥𝑖 is negligible because it is much smaller than 𝑔𝑧𝑖 .

In the deep-strong-coupling regime, the state of the pair of the qubit and resonator

is displaced. When the qubit energy is su�ciently smaller than the resonator energy,

the state of the pair at the transverse magnetic �eld can be approximated [5] to |←⟩𝑖 ≡
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|+⟩𝑖 ⊗ exp
[︁
−(𝑔𝑧𝑖 /𝜔

𝑟
𝑖 )(𝑎

†
𝑖 − 𝑎𝑖)

]︁
|𝑛𝑖⟩. Here, |+⟩𝑖 ≡ (|	⟩𝑖 + |�⟩𝑖)/

√
2, |	⟩𝑖 and |�⟩𝑖 are

the basis of the ith qubit and correspond to the current directions, and 𝑛𝑖 is the photon

number of the Fock state in the ith resonator.

Next, we describe a procedure to perform quantum annealing using the parameters in

the proposed circuit (∆𝑖, 𝜀𝑖, 𝑔
𝑧
𝑖 , 𝑔

𝑥
𝑖 , 𝑔

𝑐
𝑖𝑗). An example of the procedure for each parameter

during annealing is shown in Fig. 8.4.3. This graph is based on the assumption that the

�ux biases are linearly changed at each loop.

In the beginning of the quantum annealing procedure, the state of each qubit is |←⟩.
Then, to �t the Hamiltonian of the proposed architecture [Eq. (8.4.1)] to the form of

Eq. (8.3.1), 𝐽𝑖𝑗, ∆𝑖, and 𝜀𝑖 must be controlled with time. To control the parameters, they

are time-dependently tuned by external �ux biases. The four parameters (∆𝑖, 𝜀𝑖, 𝐽
𝑧
𝑖𝑗, 𝐽

𝑥
𝑖𝑗)

depend on the �ux biases of the main loop and the 𝛼-loop because 𝐽𝑖𝑗 depends on 𝑔𝑧𝑖,𝑗 ,

𝑔𝑥𝑖,𝑗 , and the set of 𝑔𝑐𝑖𝑗 . Such a standard annealing path is shown in Fig. 8.4.3.

In the proposed system, we can freely choose 𝜀𝑖 and |𝐽𝑧
𝑖𝑗| in the range of 0 to around

2 GHz. At the end of the path, ∆𝑖 should be set much smaller than 𝜀𝑖 and |𝐽𝑧
𝑖𝑗| [93].

Fortunately, ∆𝑖 is reduced by the factor exp[−2(𝑔𝑧𝑖 /𝜔
𝑟
𝑖 )

2] in the deep-strong-coupling

regime [5]. Therefore, the �nal state of the system should correspond to the solution to an

optimization problem. After the annealing, the �ux qubit can be measured by dispersive

readout with high accuracy.

0.498 0.499 0.500 0.501 0.502
f z
i

0

2

4

6

C
ou

pl
in

g 
co

ns
ta

nt
/h

 [G
H

z]

gi

gi

gz
i

gx
i

Figure 8.4.2: (Color online) Calculated coupling constant of each degree of freedom as

a function of the main loop �ux bias. The solid and dashed curves represent 𝑔𝑧𝑖 and 𝑔𝑥𝑖 ,

respectively. These constants are calculated from 𝑔
‖
𝑖 , 𝑔⊥𝑖 , 𝜀𝑖, and ∆𝑖. The other parameters

are shown in Table 8.4.1.
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Figure 8.4.3: (Color online) Calculated circuit parameter dynamics for a typical annealing

path. This graph is based on the assumption that 𝑔𝑐𝑖𝑗 is linearly increased from 0 to 400

MHz. 𝑓 𝑧
𝑖 and 𝑓𝛼

𝑖 are also linearly changed from 0.5 to 0.4997 and from 0.21 to 0, respec-

tively. During the annealing path, 𝐽𝑧
𝑖𝑗 (solid curve) and 𝐽𝑥

𝑖𝑗 (dashed curve) are calculated

from 𝑔𝑧𝑖 and 𝑔𝑥𝑖 in Eq. (8.4.1). The other parameters are shown in Table 8.4.1.

From Eq. (8.4.7), the coupling strength (𝐽12) is expressed in terms of the circuit param-

eters as

𝐽12 ≈
𝑀2

𝐿2
𝑟

𝑀𝑐𝐼
𝑞
1𝐼

𝑞
2 , (8.4.13)

where𝑀 is the mutual inductance between a qubit and a resonator, and𝑀𝑐 is the e�ective

mutual inductance between resonators (1 and 2) through the coupler. 𝐼𝑞𝑖 is the screening

current of the ith qubit (𝑖 = 1, 2). 𝐿𝑟 is the e�ective inductance of resonators.

To realize antiferromagnetic and ferromagnetic interactions between qubits for the

mapping of problems in Eq. (8.4.7), the rf-SQUID-based coupler connecting the resonators

requires that the coupling must be able to take positive and negative values under exter-

nal biases [106, 239]. To meet the requirement from the coupler, the circuit parameters

are chosen to obtain the coupling strength (𝐽12) on the order of GHz. The parameters are

listed in Table 8.4.1.

Parasitic direct couplings exist between resonators because of geometric mutual induc-

tance at their limbs. However, in the case that two resonators with the parameters given

in Table 8.4.1 are positioned 100 µm apart, the parasitic direct couplings should be lower

than the order of MHz. The simulation showed that such small parasitic couplings can

be ignored. When the length of the resonator limb is elongated to the order of cm, the
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Table 8.4.1: Parameters for annealing calculation. 𝐼𝑟𝑖 is the root-mean-square current of

the resonator. 𝐼𝑐 and 𝐼𝑠 are critical currents of Josephson junctions in an rf-SQUID-based

coupler and a qubit, respectively. 𝐸𝐽 = 𝐼𝑐Φ0/2𝜋,𝐸𝑐 = 𝑒2/2𝐶 . The resonator with the

parameters below has a 2-mm-long inductor limb.

Parameter Value Unit

𝐸𝑐/ℎ 5 GHz

𝐸𝐽/ℎ 250 GHz

𝜔𝑟 7.2 GHz

𝐼𝑟 41 nA

𝐿𝑟 1.4 nH

𝑀𝑐 154 pH

𝐼𝑠 10 µm
𝛼 0.8 -

𝛽 1.1 -

parasitic couplings probably need to be suppressed with a superconducting ground plane.

An N-qubit system can clearly be realized in the same way. In this N-pair circuit, we

can show that the order of coupling strengths is not reduced by the increase in N. We deal

with this N-qubit system as a unit cell because the number of qubits in the unit cell is

limited by the length of the long inductive limb of the LC resonators. From Eq. (8.4.13), to

make 𝐽𝑖𝑗 as large as possible, the inductance of the resonator cannot be made too large. It

is necessary to suppress 𝐿𝑟 to nH order or below to construct a fully coupled circuit with

dozens of qubits. For this reason, the length of the long inductive limb is limited to cm

order.

8.5 Resonator network analysis

Let the Hamiltonian ℋ𝑟𝑛 describe a system with fully coupled harmonic oscillators. For

i-th resonator, annihilation and creation operators are 𝑎†𝑖 and 𝑎𝑖, resonator frequency is
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𝜔𝑟
𝑖 , and coupling constant is 𝑔𝑖𝑗 , respectably. Then Hamiltonian is expressed as,

ℋ𝑟𝑛 =
∑︁
𝑖

𝜔𝑟
𝑖

(︂
𝑎†𝑖𝑎𝑖 +

1

2

)︂
+
∑︁
𝑖<𝑗

𝑔𝑖𝑗

(︁
𝑎†𝑖 + 𝑎𝑖

)︁(︁
𝑎†𝑗 + 𝑎𝑗

)︁
(8.5.1)

=
∑︁
𝑖

1

2
𝜔𝑟
𝑖

(︁
𝑎†𝑖𝑎𝑖 + 𝑎𝑖𝑎

†
𝑖

)︁
+

1

2

∑︁
𝑖 ̸=𝑗

𝑔𝑖𝑗

(︁
𝑎†𝑖𝑎

†
𝑗 + 𝑎†𝑗𝑎𝑗 + 𝑎𝑖𝑎

†
𝑗 + 𝑎𝑖𝑎𝑗

)︁
(8.5.2)

=
1

2

∑︁
⟨𝑖, 𝑗⟩

[︁
(𝜔𝑟

𝑖 𝛿𝑖𝑗 + 𝑔𝑖𝑗(1− 𝛿𝑖𝑗))
(︁
𝑎†𝑖𝑎𝑗 + 𝑎𝑖𝑎

†
𝑗

)︁
+ 𝑔𝑖𝑗(1− 𝛿𝑖𝑗)

(︁
𝑎†𝑖𝑎

†
𝑗 + 𝑎𝑖𝑎𝑗

)︁]︁
.

(8.5.3)

For conciseness, following de�nitions are introduced

𝐴𝑖𝑗 := 𝜔𝑟
𝑖𝑗𝛿𝑖𝑗 + 𝑔𝑖𝑗(1− 𝛿𝑖𝑗) , (8.5.4)

𝐵𝑖𝑗 := 𝑔𝑖𝑗(1− 𝛿𝑖𝑗) . (8.5.5)

The Hamiltonian (8.5.3) is then concisely written as

ℋ𝑟𝑛 =
1

2

∑︁
⟨𝑖, 𝑗⟩

[︁
𝐴𝑖𝑗

(︁
𝑎†𝑖𝑎𝑗 + 𝑎𝑖𝑎

†
𝑗

)︁
+𝐵𝑖𝑗

(︁
𝑎†𝑖𝑎

†
𝑗 + 𝑎𝑖𝑎𝑗

)︁]︁
(8.5.6)

=
1

2

∑︁
⟨𝑖, 𝑗⟩

(︁
𝑎†𝑖𝐴𝑖𝑗𝑎𝑗 + 𝑎𝑖𝐴𝑖𝑗𝑎

†
𝑗 + 𝑎†𝑖𝐵𝑖𝑗𝑎

†
𝑗 + 𝑎𝑖𝐵𝑖𝑗𝑎𝑗

)︁
(8.5.7)

=
1

2
a†Aa + aTA

(︀
a†)︀T + a†B

(︀
a†)︀T +

(︀
a†)︀TBa (8.5.8)

=
1

2

(︁
a† aT

)︁(︃A B

B A

)︃(︃
a(︀
a†)︀T

)︃
(8.5.9)

where annihilation and creation vectors are a† := (𝑎†1 𝑎
†
2 . . . ) and a := (𝑎1 𝑎2 . . . )T,

and coe�cient matrices are A := (𝐴𝑖𝑗), B := (𝐵𝑖𝑗), respectably. Introducing the trans-

formation (called Bogoliubov transformation)

𝑏𝑖 =
∑︁
𝑗

(︁
𝑢
(𝑖)
𝑗 𝑎𝑗 + 𝑣

(𝑖)
𝑗 𝑎

†
𝑗

)︁
, (8.5.10)

(8.5.11)

we diagonalize the Hamiltonian (8.5.9) as

ℋ𝑟𝑛 =
∑︁
𝑖

1

2
Ω𝑖

(︁
𝑏†𝑖𝑏𝑖 + 𝑏𝑖𝑏

†
𝑖

)︁
. (8.5.12)
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New operators 𝑏𝑖 and 𝑏𝑗 are required to satisfy bosonic commutation relation,[︁
𝑏𝑖, 𝑏

†
𝑗

]︁
=
∑︁
𝑘,𝑙

[︁(︁
𝑢
(𝑖)
𝑘 𝑎𝑘 + 𝑣

(𝑖)
𝑘 𝑎

†
𝑘

)︁
,
(︁
𝑢
(𝑗)*
𝑙 𝑎†𝑙 + 𝑣

(𝑗)*
𝑙 𝑎𝑙

)︁]︁
(8.5.13)

=
∑︁
𝑘

(︁[︁
𝑢
(𝑖)
𝑘 𝑎𝑘, 𝑢

(𝑗)*
𝑘 𝑎†𝑘

]︁)︁
+
[︁
𝑣
(𝑖)
𝑘 𝑎

†
𝑘, 𝑣

(𝑗)*
𝑘 𝑎𝑘

]︁
) (8.5.14)

=
∑︁
𝑘

(︁
𝑢
(𝑖)
𝑘 𝑢

(𝑗)*
𝑘 − 𝑣(𝑖)𝑘 𝑣

(𝑗)*
𝑘

)︁
(8.5.15)

:= 𝛿𝑖𝑗 (8.5.16)

Equations (8.5.15) and (8.5.16) imposes the orthogonal relation on the coe�cients 𝑢
(𝑖)
𝑘 and

𝑣
(𝑖)
𝑘 , named the Bogolibov amplitude. The coe�cients 𝑢

(𝑖)
𝑘 and 𝑣

(𝑖)
𝑘 are determined by the

following Bogolibov equations:

Ω𝑖𝑢
(𝑖)
𝑗 =

∑︁
𝑘

(︁
𝑢
(𝑖)
𝑘 𝐴𝑗𝑘 − 𝑣(𝑖)𝑘 𝐵𝑗𝑘

)︁
, (8.5.17)

Ω𝑖𝑣
(𝑖)
𝑗 =

∑︁
𝑘

(︁
𝑢
(𝑖)
𝑘 𝐵𝑗𝑘 − 𝑣(𝑖)𝑘 𝐴𝑗𝑘

)︁
, (8.5.18)

They can be written in a matrix form as(︃
A −B
B −A

)︃(︃
u

v

)︃
= Ω𝑖

(︃
u

v

)︃
. (8.5.19)

8.5.1 Coupled two-resonator system

Let us consider the circuit of two resonators coupled via mutual inductance. We denote

the capacitance, inductance, charge, current of resonators the mutual inductance, as 𝐶𝑖,

𝐿𝑖, 𝑄𝑖(𝑡), 𝐼𝑖(𝑡), 𝑀 , 𝑖 = {1, 2}, respectably. Lagrangian ℒ of this circuit is given by

ℒ =

(︂
1

2
𝐿1𝐼

2
1 +

1

2
𝐿2𝐼

2
2 +𝑀𝐼1𝐼2

)︂
−
(︂

1

2

𝑄2
1

𝐶1

+
1

2

𝑄2
2

𝐶2

)︂
(8.5.20)

=ℒ
(︁
𝑡, 𝑄1(𝑡), 𝑄2(𝑡), �̇�1(𝑡) = 𝐼1(𝑡), �̇�2(𝑡) = 𝐼2(𝑡)

)︁
. (8.5.21)
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The canonical momentums conjugate 𝑝𝑖 to 𝑄1 and 𝑄2 are

𝑝1 =
𝜕ℒ
𝜕�̇�1

=
𝜕ℒ
𝜕𝐼1

(8.5.22)

= 𝐿1𝐼1 +𝑀𝐼2 . ≡ Φ1 (8.5.23)

𝑝2 =
𝜕ℒ
𝜕�̇�2

=
𝜕ℒ
𝜕𝐼2

(8.5.24)

= 𝐿2𝐼2 +𝑀𝐼1 . ≡ Φ2 (8.5.25)

Here, canonical momentum 𝑝𝑖 = Φ𝑖 is �ux penetrating 𝑖 resonator.The relation between

the �ux and current given in equations (8.5.23) and (8.5.25) is written in the matrix form

as (︃
Φ1

Φ2

)︃
=

(︃
𝐿1 𝑀

𝑀 𝐿2

)︃(︃
𝐼1

𝐼2

)︃
. (8.5.26)

⇔
(︃
𝐼1

𝐼2

)︃
=

(︃
𝐿1 𝑀

𝑀 𝐿2

)︃−1(︃
Φ1

Φ2

)︃
(8.5.27)

=
1

𝐿1𝐿2 −𝑀2

(︃
𝐿2 −𝑀
−𝑀 𝐿1

)︃(︃
Φ1

Φ2

)︃
. (8.5.28)

Then Lagrange equation is given by⎧⎨⎩ d
d𝑡

𝜕ℒ
𝜕�̇�1
− 𝜕ℒ

𝜕𝑄1
= 0

d
d𝑡

𝜕ℒ
𝜕�̇�2
− 𝜕ℒ

𝜕𝑄2
= 0

⇔

⎧⎨⎩dΦ1

d𝑡
+ 𝑄1

𝐶1
= 0

dΦ2

d𝑡
+ 𝑄2

𝐶2
= 0

(8.5.29)

Equation (8.5.29) is circuit equation of motion (di�erential type Kirchho� equation). Then

taking Legendre transformation of the Lagrangian ℒ, we obtain the Hamiltonianℋ,
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ℋ =
∑︁

𝑖={1,2}

𝑝𝑖𝑞𝑖 − ℒ (8.5.30)

=
∑︁

𝑖={1,2}

Φ𝑖𝐼𝑖 −
[︂(︂

1

2
Φ1𝐼1 +

1

2
Φ2𝐼2

)︂
−
(︂

1

2

𝑄2
1

𝐶1

+
1

2

𝑄2
1

𝐶1

)︂]︂
(8.5.31)

=

(︂
1

2
Φ1𝐼1 +

1

2
Φ2𝐼2

)︂
+

(︂
1

2

𝑄2
1

𝐶1

+
1

2

𝑄2
1

𝐶1

)︂
(8.5.32)

=

(︂
1

2
Φ1
𝐿2Φ1 −𝑀Φ2

𝐿1𝐿2 −𝑀2
+

1

2
Φ2
−𝑀Φ1 + 𝐿1Φ2

𝐿1𝐿2 −𝑀2

)︂
+

(︂
1

2

𝑄2
1

𝐶1

+
1

2

𝑄2
1

𝐶1

)︂
(8.5.33)

=
1

2

𝐿2

𝐿1𝐿2 −𝑀2
Φ2

1 +
1

2

𝐿1

𝐿1𝐿2 −𝑀2
Φ2 −

𝑀

𝐿1𝐿2 −𝑀2
Φ1Φ2 +

(︂
1

2

𝑄2
1

𝐶1

+
1

2

𝑄2
1

𝐶1

)︂
(8.5.34)

=
1

2

Φ2
1

𝐿
′
1

+
1

2

Φ2
2

𝐿
′
2

− Φ1Φ2

𝑀 ′ +

(︂
1

2

𝑄2
1

𝐶1

+
1

2

𝑄2
1

𝐶1

)︂
(8.5.35)

where,

𝐿
′

1 ≡
𝐿1𝐿2 −𝑀2

𝐿2

= 𝐿1 −
𝑀2

𝐿2

(8.5.36)

𝐿
′

2 ≡
𝐿1𝐿2 −𝑀2

𝐿1

= 𝐿2 −
𝑀2

𝐿1

(8.5.37)

𝑀
′ ≡ 𝐿1𝐿2 −𝑀2

𝑀
=
𝐿1𝐿2

𝑀
−𝑀 (8.5.38)

To quantize the Hamiltonian, we introduce the canonical commutation relation[︁
�̂�𝑗, Φ̂𝑖

]︁
=𝑖~𝛿𝑖𝑗 , (8.5.39)[︁

Φ̂𝑖, Φ̂𝑗

]︁
=0 , (8.5.40)[︁

�̂�𝑖, �̂�𝑗

]︁
=0 . (8.5.41)

We then introduce the annihilation and creation operators as

𝑎†𝑘 =
1√︀

2~𝑍 ′
𝑘

(︁
𝑍

′

𝑘�̂�𝑘 − 𝑖Φ̂𝑘

)︁
, (8.5.42)

𝑎𝑘 =
1√︀

2~𝑍 ′
𝑘

(︁
𝑍

′

𝑘�̂�𝑘 + 𝑖Φ̂𝑘

)︁
, (8.5.43)

where characteristic impedance is𝑍
′

𝑘 =
√︀
𝐿

′
𝑘/𝐶𝑘 and resonant frequency is𝜔

′

𝑘 = 1/
√︀
𝐿

′
𝑘𝐶𝑘.



154 CHAPTER 8. MICRO-ARCHITECTURE OF QUANTUM ANNEALING

One can express Φ𝑘 and 𝑄𝑘 in terms of 𝑎𝑘 and 𝑎†𝑘 as

𝑄𝑘 =

√︃
~
2

1

𝑍
′
𝑘

(︁
𝑎†𝑘 + 𝑎𝑘

)︁
, (8.5.44)

Φ𝑘 = 𝑖

√︂
~
2
𝑍

′
𝑘

(︁
𝑎†𝑘 − 𝑎𝑘

)︁
. (8.5.45)

Finally, the Hamiltonian is given by

ℋ =
1

2
~𝜔′

1

(︁
𝑎†1𝑎1 + 𝑎1𝑎

†
1

)︁
+

1

2
~𝜔′

2

(︁
𝑎†2𝑎2 + 𝑎2𝑎

†
2

)︁
+ 𝑔𝑐

(︁
𝑎†1 − 𝑎1

)︁(︁
𝑎†2 − 𝑎2

)︁
, (8.5.46)

where coupling constant and eigen-frequencies are described as

𝑔𝑐 ≡ 1

2
~
√︂
𝑍

′
1𝑍

′
2

𝑀 ′2
= 𝑀

√︃
~2𝜔1𝜔2

4(𝐿1𝐿2 −𝑀2)
> 𝑀

√︂
~𝜔1

2𝐿1

~𝜔2

2𝐿2

, (8.5.47)

𝜔1 =
1√
𝐿1𝐶1

, 𝜔2 =
1√
𝐿2𝐶2

. (8.5.48)

8.5.2 Coupled 𝑁-resonator

Lagrangian of circuit with 𝑁 resonators fully coupled is described as

ℒ =

(︃∑︁
𝑖

1

2
𝐿𝑖𝐼

2
𝑖 +

∑︁
𝑖<𝑗

𝑀𝑖𝑗𝐼𝑖𝐼𝑗

)︃
−
(︂

1

2

𝑄2
𝑖

𝐶𝑖

)︂
(8.5.49)

=

(︃∑︁
𝑖

1

2
𝐿𝑖𝐼

2
𝑖 +

∑︁
𝑖,𝑗

1

2
𝑀𝑖𝑗𝐼𝑖𝐼𝑗

)︃
−
(︂

1

2

𝑄2
𝑖

𝐶𝑖

)︂
(8.5.50)

=ℒ
(︁
𝑡, 𝑄(𝑡), �̇�(𝑡) = 𝐼(𝑡)

)︁
, (8.5.51)

where mutual inductance is symmetric,

𝑀𝑖𝑗 = 𝑀𝑗𝑖 , (8.5.52)

𝑀𝑖𝑖 = 0 , (8.5.53)

(8.5.54)
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and charge and current vector of resonators are de�ned as,

Q(𝑡) =
(︁
𝑄1(𝑡), 𝑄2(𝑡), . . . , 𝑄𝑁(𝑡)

)︁𝑇
, (8.5.55)

I(𝑡) =
d

d𝑡

(︁
𝑄1(𝑡), 𝑄2(𝑡), . . . , 𝑄𝑁(𝑡)

)︁𝑇
=
(︁
𝐼1(𝑡), 𝐼2(𝑡), . . . , 𝐼𝑁(𝑡)

)︁𝑇
. (8.5.56)

The canonical momentum 𝑝𝑖 conjugate to 𝑄𝑖 is given by

𝑝𝑖 =
𝜕ℒ
𝜕𝐼𝑖

= 𝐿𝑖𝐼𝑖 +
∑︁
𝑗

1

2
𝑀𝑖𝑗𝐼𝑗 ≡ Φ𝑖 , (8.5.57)

where the vector Φ is de�ned as

Φ =
(︁

Φ1(𝑡),Φ2(𝑡), . . . ,Φ𝑁(𝑡)
)︁𝑇

. (8.5.58)

Introducing the matrices of self inductance and mutual inductance

𝐿 =

⎛⎜⎜⎜⎜⎝
𝐿1 0 0 0

0 𝐿2 0 0

0 0 .
.
. 0

0 0 0 𝐿𝑁

⎞⎟⎟⎟⎟⎠ , (8.5.59)

𝑀 =

⎛⎜⎜⎜⎜⎝
0 𝑀12 · · · 𝑀1𝑁

𝑀21 0 · · · 𝑀2𝑁

.

.

.

.

.

.

.
.
.

.

.

.

𝑀𝑁1 𝑀𝑁2 · · · 0

⎞⎟⎟⎟⎟⎠ , (8.5.60)

Λ = 𝐿+𝑀 , (8.5.61)

one can express the relation between the �ux and current in the following matrix form:

Φ = Λ𝐼 , (8.5.62)

𝐼 = Λ−1Φ , (8.5.63)

𝐼𝑇 = Φ𝑇Λ−1 . (8.5.64)
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Then Hamiltonian of this system is

ℋ =
∑︁
𝑖

𝑝𝑖𝑞𝑖 − ℒ (8.5.65)

=
∑︁
𝑖

Φ𝑖𝐼𝑖 −
[︃(︃∑︁

𝑖

1

2
𝐿𝑖𝐼

2
𝑖 +

∑︁
𝑖,𝑗

1

2
𝑀𝑖𝑗𝐼𝑖𝐼𝑗

)︃
−
(︃∑︁

𝑖

1

2

𝑄2
𝑖

𝐶𝑖

)︃]︃
(8.5.66)

=
1

2
Φ𝑇 𝐼 +

∑︁
𝑖

1

2

𝑄2
𝑖

𝐶𝑖

(8.5.67)

=
1

2
Φ𝑇Λ−1Φ +

∑︁
𝑖

1

2

𝑄2
𝑖

𝐶𝑖

. (8.5.68)

Finally, quantized the Hamiltonian is obtained by introducing the canonical commutation

relation

[𝑄𝑖,Φ𝑗] = 𝑖~𝛿𝑖𝑗 , (8.5.69)

[𝑄𝑖, 𝑄𝑗] = [Φ𝑖,Φ𝑗] = 0 . (8.5.70)

We can then introduce the creation and annihilation operators as

𝑎†𝑖 =
1√︀

2~𝑍 ′
𝑖

(︁
𝑍

′

𝑖�̂�𝑖 − 𝑖Φ̂𝑖

)︁
, (8.5.71)

𝑎𝑖 =
1√︀

2~𝑍 ′
𝑖

(︁
𝑍

′

𝑖�̂�𝑖 + 𝑖Φ̂𝑖

)︁
, (8.5.72)

where impedance is

𝑍𝑖 =

√︃
𝐿

′
𝑖

𝐶𝑖

. (8.5.73)

Then total Hamiltonian of the 𝑁 resonator circuit is expressed as

ℋ =
∑︁
𝑖

~𝜔𝑖

(︂
𝑎†𝑖𝑎𝑖 +

1

2

)︂
+
∑︁
𝑖,𝑗

𝑔𝑐𝑖𝑗

(︁
𝑎†𝑖 − 𝑎𝑖

)︁(︁
𝑎†𝑗 − 𝑎𝑗

)︁
, (8.5.74)

where eigen-frequency is 𝜔
′
𝑖 = 1/

√︀
𝐿

′
𝑖𝐶𝑖 .
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8.6 Conclusion

We have described the architecture of a quantum annealing circuit with lumped element

resonators to considerably increase the number of coupled qubits, which is important for

an e�cient quantum annealing system. Although the total number of fully coupled qubits

is considered to be limited to around 100 in a unit at present, this unit can be scaled up by

combining with other units via other couplers.

Quantum annealing machines with dozens of fully coupled qubit unit cells should have

an obvious advantage in mapping problems such as social networks, economics, and cat-

egorized advertisements. These problems can be decomposed into many subsets, where

tight relationships exist within the subset, while only shallow relationships are required

among subsets.
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Conclusion

In this paper, we have proposed and described in detail three micro-architectures for

quantum information processors.

First, we have shown that we can eliminate the wiring problem in real superconducting

quantum circuits by cleverly folding the two-dimensional lattice to perform the surface

code, while maintaining the geometric connection. Next, we studied the arrangement of

the circuit and way how to make it work so that a cluster state, which can realize quan-

tum error correction, can be generated using superconducting quantum circuits. The two

micro-architectures, which had been considered completely independent of each other

in order to realize di�erent things, became almost equivalent by adding the constraint

of using two-dimensional wiring to solve the wiring problem in the implementation of

superconducting quantum circuits. This means that the equivalence between the surface

code (2D lattice) and the cluster state (3D lattice), which is used for quantum error cor-

rection using the stabilizer code for universal quantum computation, has been revealed

in the real system of superconducting quantum circuits.

In addition, the micro-architecture of quantum annealing uses a network of woven

resonators to achieve full coupling. Based on the conditions of the mapping of the cost

function of quantum annealing and the adiabatic theorem, deep-strong coupling is intro-

duced as the coupling between the qubit and the resonator. As a development, if we were

to use this system as a gate model instead of quantum annealing, these constraints would

change to something else. Therefore, this all-coupled micro-architecture can be used in

quantum computers such as NISQ.

Finally, since much of the experimental work has not yet been presented in this paper,

I would like to make this microarchitecture feasible by experimentally realizing it in the

future.



Appendix

159



160 APPENDIX A. FABRICATION

Appendix A

Fabrication

A.1 Fabrications

Airbridge

In determining the parameters of the Air-Birdge, the Air-Birdge must be long enough

to span the resonators. The commonly used CPW parameters require at least 22 µm or

more to pass through the center conductor, where the width of the center conductor is

10 µm and the width between the center conductor and the ground conductor is 6 µm.

To minimize the impedance mismatch, the characteristic impedance of the CPW is kept

constant until the air bridge sca�old. to 50 Ω.

um

Figure A.1.1: Design of airbridge
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Appendix B

Mathematical Derivations

B.1 Annihilation and creation operators

For 𝑝 and 𝑞 with [𝑝, 𝑞] = 𝑖,

[𝑞, exp(±𝑖𝑝)] =

[︃
𝑞,

∞∑︁
𝑘=0

(±𝑖𝑝)𝑘
𝑘!

]︃
=

∞∑︁
𝑘=0

(±𝑖)𝑘
𝑘!

[︀
𝑞, 𝑝𝑘

]︀
(B.1.1)

=
∞∑︁
𝑘=0

(±𝑖)𝑘
𝑘!

𝑘𝑝𝑘−1[𝑞, 𝑝] =
∞∑︁
𝑘=0

(±𝑖)𝑘
𝑘!

(−𝑖)𝑘𝑝𝑘−1
(B.1.2)

= ±
∞∑︁
𝑘=1

(±𝑖𝑝)𝑘−1

(𝑘 − 1)!
= ± exp(±𝑖𝑝) (B.1.3)

B.2 Schwarz-Chisto�er mapping

By the Riemann Mapping Theorem, there exists a function 𝑆 that conformally maps the

upper half plane onto 𝑃 for given a polygonal curve Γ, its interior 𝑃 is a simply con-

nected domain. The Schwarz-Christo�el theorem provides a concrete description of such

maps [59]. When using this SC-theorem, relation of angle between before and after map-

ping are maintained. In physics, this fact are very useful to calculate electric and magnetic

�eld with maintaining orthogonality relation of Maxwell equation.

Theorem: Let 𝑃 be the interior of a polygon Γ having vertices 𝑤1, . . . , 𝑤𝑛 and
interior angles 𝛼1𝜋, . . . , 𝛼𝑛𝜋 in counter clockwise order. Let 𝑆 be any conformal,
one-to-one map from the upper half plane 𝐻 onto 𝑃 satisfying 𝑆(∞) = 𝑤𝑛.
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+∞-∞
u

iv

A(-b,0) C(a,0)

B(-a,0) D(b,0)

+∞-∞

μ

iη

C(K,0)B(-K,0)

D(K, iK’ )A(-K, iK’ ) iK’

z-plane

w-plane

SC mapping

εi

ε0

εi

ε0

Figure B.2.1: Schwarz-Chisto�er mapping of across section of the coplaner waveguide:

top is z-plane, and bottom is w-plane

Then 𝑆 can be written in the form:

𝑆(𝑧) = 𝑎𝑠𝑐𝑚 + 𝑐𝑠𝑐𝑚

∫︁ 𝑧

𝑧0

𝑛−1∏︁
𝑘=1

(𝜁 − 𝑧𝑘)𝛼𝑘−1 d𝜁 (B.2.1)

where 𝑎𝑠𝑐𝑚 and 𝑐𝑠𝑐𝑚 are complex constants, and 𝑧0 < 𝑧1 < · · · < 𝑧𝑛−1 are
complex numbers satisfying 𝑆(𝑧𝑘) = 𝑤𝑘 for 𝑘 = 1, . . . , 𝑛− 1

To calculate a capacitance and an inductance of coplanar waveguide, conformal mapping

are introduced. Let consider across section of coplanar waveguide SC-mapping function

is writen as,

𝑆(𝑧) =

∫︁ 𝑧

0

1√︀
(1− 𝜁2)(1− 𝑘2𝜁2)

d𝜁 (B.2.2)

where the complete elliptic integral of the �rst kind 𝐾 are introduced. Capacitance and

inductance of CPW are

𝐶𝐶𝑃𝑊 = (1 + 𝜖𝑟)𝐶𝑎𝑖𝑟 =
1 + 𝜖𝑟

2
𝜖0

4𝐾(𝑘)

𝐾(𝑘′)
, (B.2.3)

𝐿𝐶𝑃𝑊 =
𝜖0𝜇0

𝐶𝑎𝑖𝑟

= 𝜇0
𝐾(𝑘′)

4𝐾(𝑘)
(B.2.4)

Moreover when thickness are �nite, there is some correction,
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