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Abstract

Utilizing discrete-time and continuous-time quantum walks, we propose a quantum random
access memory (qRAM) defined on a full binary tree. Our qRAM comprises 2n memory
units storing data, which are located at the leaves of the binary tree. This device retrieves
O(2n) data from these units in the form of quantum superposition through the binary tree.
First, we formulate a discrete-time quantum walk on the full binary tree to develop the data
retrieval algorithm. The walker, responsible for a register retrieving the data, moves along the
binary tree in discrete-time intervals through unitary transformations. These transformations
involve flipping the walker’s coin and then shifting its position based on the outcome of the
coinflip. Second, we introduce a continuous-time quantum walk with two-level internal states
to physically implement the above algorithm, which is applicable to either bosonic or fermionic
particles with internal states. The register is implemented by dual-rail encoding: the qubit
is represented by which of the two parallel rails the particle passes through. Coinflipping is
realized by applying a localized external field to the internal states of the particle. Meanwhile,
position shifting is achieved through scatterings of the particles, which depends on their
internal states.

Our qRAM can retrieve O(2n)m-qubit data in the form of a quantum superposition using
only n + m qubit resources, which are given by dual-rail encoded particles. Furthermore,
our architecture achieves the retrievement with a circuit depth of O(n log(n + m)). These
are more efficient than the conventional bucket-brigade qRAM, which requires O(2n + m)
qubit resources and O(2n + nm) time steps. A crucial aspect of utilizing discrete-time and
continuous-time quantum walks is eliminating the need for time-dependent controls; data
retrieval is completed simply by the particles passing through the architecture.
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Chapter 1

Introduction

The purpose of this doctoral thesis is to theoretically demonstrate that both discrete-time
and continuous-time quantum walks can make significant contributions to quantum random
access memory (qRAM: quantum RAM), which combines the insights from three of the
author’s works [1–3]. In this introduction, we first present an overview of these two types of
quantum walks. Second, we provide the concept of the conventional qRAM, highlighting the
issues associated with its realization. Finally, we outline the contents of this thesis, briefly
explaining how the application of quantum walks can address and resolve the issues of qRAM.
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1.1 Overview of the discrete-time and continuous-time quan-
tum walks

Quantum walks are foundational frameworks based on quantum mechanical principles, mak-
ing significant contributions to the field of quantum information. These contributions are
mainly to the proposal of quantum algorithms, but also to physical implementations of quan-
tum computing in recent years. Here, researchers broadly classify the quantum walks into
two types: the discrete-time quantum walk [4] and the continuous-time quantum walk [5].
Although close relationships between these two quantum walks have been revealed, e.g., the
discrete-time quantum walk can imitate the continuous-time one [6, 7], each quantum walk
originates from a completely different context.

The discrete-time quantum walk, a quantum counterpart to the classical random walk, is
an iteration of two unitary transformations: coinflipping and position shifting. A quantum
walker of this model has a coin state, which is initially either |0〉C or |1〉C ∈ C2. By the
coinflipping acting on the walker, the walker’s coin state changes to another coin state.
Subsequently, by the position shifting, the walker moves to the left (+1) or right (−1) in a
one-dimensional space, based on its coin state |0〉C or |1〉C, respectively. In contrast to the
classical random walk, the quantum walker can shift (take) both +1 and −1 as a quantum
superposition because its coin state can be a quantum superposition of both |0〉C and |1〉C.

The faster distribution property compared to the classical quantum walk, arising from the
quantum superposition of the walker’s coin states and the interference between these states at
the same position, results in quantum speed-up for some problems, such as search and element
distinctness problems for a desired value [8–12]. Additionally, the emergence of discrete-time
quantum walks, defined on various structures, suggests a wide range of applications for this
quantum walk: not only in one-dimensional space, but also in, for example, multi-dimensional
spaces [13], hypercubes [14, 15], graphs [16], and complex networks [17] (furthermore, in the
full binary tree proposed in this thesis).

In contrast, the continuous-time quantum walk is an evolution over a continuous-time
t described by e−iAt; the walker moves on a graph whose structure can be represented by
an adjacency matrix A of the graph. Originally, this quantum walk is designed to examine
whether a quantum speed-up is possible in a decision problem where decisions and their out-
comes are represented by, respectively, edges and vertices of a binary tree graph [5]. Whereas
the outcome is negative (as there exists a classical counterpart as fast as the continuous-time
quantum walk [5]), using this quantum walk offers an exponential speed-up in black box graph
traversal problems [18, 19], and a quadratic speed-up in spatial search problems [20–23].

One can also employ the continuous-time quantum walk as a model of a particle moving
and scattering on a graph-like structure with its evolution described by e−iAt, because the
adjacency matrix A representing this structure can be Hermitian. A previous study has
then proposed a physical implementation of universal quantum computation [24]. Here,
this proposal employs only one quantum walker (particle) and represents the n-qubit state,
|0...00〉, |0...01〉, ..., |1...11〉, by the position of the walker (Namely, the space complexity scales
O(2n) for the n-qubit circuit). For the computation, this particle then changes its qubit
state by the single-particle scatterings on a graph-based architecture. Inspired by this study,
discrete-time quantum walk approaches for universal quantum computation have also been
proposed [25–27].

Moreover, a physical implementation for universal quantum computation employing the
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Figure 1.1: A conceptual image of the universal quantum computation using multi-particle
continuous-time quantum walk, proposed by A. M. Childs et al. [28]. The computation is
completed by the particles passing and scattering through the graph-based architecture. (a)
Binary digits, e.g., |001〉, are represented by the three dual-rail encoded particles (1.1.1). (b)
The single-qubit gate, e.g., Hadamard gateH, is implemented by single-particle scattering on
a subgraph. (c) A two-qubit gate is implemented by utilizing two-particle head-on scattering
along a rail.

multi-particle continuous-time quantum walk has been proposed [28], which is one of the
main inspirations for this thesis. As shown in Fig. 1.1, this proposal utilizes single- and
two-particle scatterings on a graph-based architecture for the computation.

This quantum computation using a multi-particle continuous-time quantum walk results
in the following two benefits. The first benefit is the efficient utilization of architecture size;
the architecture required for n qubits scales only O(n) in size, whereas the above conventional
methods, employing a single continuous-time or discrete-time quantum walker, necessitate an
architecture size of O(2n) [24–27]. The second benefit is that this implementation requires no
time-dependent control. Namely, particles simply passing and scattering through the graph-
based architecture complete the computation automatically as well as the computation using
the single-particle continuous-time quantum walk. Note that, in this computation, each of n
particles serves as each of n qubits by the dual-rail encoding. Namely, a binary digit (qubit
value) either 0 or 1 is represented based on which rail a particle passes in two parallel rails:

|0〉 := , |1〉 := , (1.1.1)

(see Fig. 1.1 (a) for an example of three qubits).
Experimental realizations of the quantum walks using photons [29, 30], atoms [31–34],

trapped ions [35–37], and superconducting processors [23] suggest the feasibility of realizing
such a quantum computation. Note that the above implementation of the universal quantum
computation using the multi-particle continuous-time quantum walk can be applicable to
either bosonic or fermionic particles [28, 38].
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1.2 Overview of the quantum random access memory

The purpose of this thesis is to theoretically demonstrate that both discrete-time and multi-
particle continuous-time quantum walks can make significant contributions to quantum ran-
dom access memory (qRAM: quantum RAM) [39, 40] as well, in terms of both developments
of an algorithm for qRAM and its physical implementation. Note that the contribution of
the quantum walks to the qRAM is detailed in the next part of this introduction.

The qRAM, not yet experimentally demonstrated, is an essential component to achieve
quantum speed-ups in various quantum algorithms, such as database search [41–43], ma-
chine learning [44, 45], Hamiltonian simulations [46–48], and fast Fourier Transform [49],
over their classical counterparts. Concretely, one employs the qRAM to prepare a quantum
superposition of O(2n) data which these algorithms require as a prerequisite input.

The qRAM comprises 2n memory units storing m-qubit data classically, which are located
at the leaf nodes of the binary tree (see fig. 1.2 for the conceptual image). Through the binary
tree, we can retrieve the desired O(2n) m-qubit data from the corresponding memory units
as a response to memory access in a superposition:

qRAM :
∑
a

|a〉A|0〉D 7→
∑
a

|a〉A|x(a)〉D, (1.2.1)

where 0 ≤ a ≤ 2n − 1 denotes the memory unit and x(a) is the data recorded in the ath
unit. The subscripts A and D denote the address and data register allocated n and m qubits,
respectively. The address and data are then represented as binary digits: a = an−1...a1a0
and x(a) = x

(a)
m−1 · · ·x

(a)
1 x

(a)
0 where aq, x

(a)
q ∈ {0, 1} for q ≥ 0.

By using the qRAM, we can retrieve the superposition of data within time steps of
O(n(n+m)) in general, and thus resolve the bottleneck for the quantum speed-up associated
with the preparation of the superposition of data in the aforementioned quantum algorithms.
Through the binary tree, the qRAM retrieves O(2n) data in parallel (the time steps originate
from the number of qubits, n+m, and the depth of the binary tree, n). As a counter-example
of the speed-up, if one constructs the superposition by retrieving O(2n) data from the memory
units not in parallel but one by one, which would require at least O(2n) time steps, these
quantum algorithms can not achieve a speed-up beyond O(2n) time steps in total.

The main issue for the realization of qRAM is that the implementation requires 2n−1 − 1
ancillary qubit resources and time-dependent controls to O(2n) of these resources for retriev-
ing O(2n) data. This is a trade-off for the exponential saving of the time steps compared to
the above counter-example by utilizing quantum parallelization. Here, in this thesis, the word
qubit resources signifies devices and matters that exhibit superposition and entanglement.

Concretely, conventional proposals for the ordinary qRAM require 2n−1 − 1 quantum
switches as ancillary qubit resources. Each of these switches has three energy levels denoted
as |wait〉, |left〉, and |right〉 ∈ C3 (or two energy levels: |left〉, and |right〉 ∈ C2).

As shown in Fig. 1.3, the quantum switches are installed on the nodes other than leaf
nodes of the binary tree, 2n−1 − 1 nodes in total. The switches create the routes that direct
the data register from the root node to the desired memory units in a superposition. Here, a
switch in a quantum superposition of the |left〉 and |right〉 passes the data register to both
the left and right adjacent nodes as the superposition, leading to the parallelization of the
memory access and data retrievement. Note that we will review in detail a common process,
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Figure 1.2: Binary tree and memory units. Here, 2n leaf nodes are connected to the 2n

memory units, respectively. In the ath unit, data x(a) is recorded.
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Figure 1.3: Conceptual image of qRAM employing the bucket-brigade process (see Sec 2 for a
detailed review of this process). Each node is equipped with the quantum switches that have
three energy levels: |wait〉, |left〉, and |right〉 ∈ C3. (a) A data qubit accesses the desired
unit by the switches directing the qubit to move sequentially, e.g., left node, right, and then
right again to the 3rd unit. (b) When certain switches are set to be in a superposition
|left〉+ |right〉, the data qubit accesses multiple units, e.g., the 3rd and 5th, simultaneously
as a spatial superposition.

which is known as the bucket-brigade process, for creating the routes and sending the data
register along these routes in Chap. 2.

One must maintain the superposition of O(2n) switches along the created routes to the
desired units throughout the retrieval process, because these switches become entangled with
the output, i.e., the superposition of O(2n) data. Additionally, for resolving the entangle-
ments, we need the post-processing to reset the states of all switches to |wait〉 after the
retrieval of the superposition.

Note that, in the bucket-brigade process, the address and data registers become entangled
with practically only a logarithmically small number of switches compared to the total number
of activated switches, thereby offering substantial resilience to noise affecting the switches.
Namely, the address and data registers are partially entangled with only O(n) switches for
the retrieving O(2n) data. Infidelity of the superposition of O(2n) single qubit data thus
scales only with O(n2), even with arbitrary error channels [50].

However, as reviewed and discussed in Chap. 2, we must dedicate effort to time-dependent
controls. Namely, to retrieve the O(2n) data, we need pre-processing to activate the O(2n)
switches from |wait〉 to |left〉 or |right〉. Additionally, post-processing is required to deacti-
vate the switches and resolve the entanglement between these switches and the output.
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1.3 Overview of this thesis

In this thesis, we theoretically propose a qRAM utilizing both discrete-time and continuous-
time quantum walks. Characteristically our proposal eliminates the need for O(2n) qubit
resources, specifically all 2n−1 − 1 quantum switches, for retrieving a superposition of O(2n)
m-qubit data and then any time-dependent control. Pre- or post-processing is not required
before or after the retrieval.

Concretely, our qRAM requires only n + m qubit resources and simply passing these
qubits through an architecture is sufficient to automatically retrieve the superposition of
data. We employ the discrete-time quantum walk to develop an algorithm, an alternative
to the bucket-brigade process reviewed in the next chapter, for retrieving data stored in the
memory. We then use multi-particle continuous-time quantum walk to propose a physical
implementation of qRAM adopting our retrieval algorithm.

As shown in Table. 1.1, although our proposal requires larger space and more quantum
gates compared to the bucket-brigade process, we reduce the required qubit resources and
time steps to n+m and O(n log(n+m)), respectively. Moreover, the elimination of the need
for any time-dependent control is also a significant aspect of our proposal; simply passing the
registers through the architecture completes a retrieval process for the superposition of data,
automatically.

First, we formulate a discrete-time quantum walk on the full binary tree to propose a data
retrieval algorithm. This algorithm uses the walker as the set of address and data registers:

|0〉C|a〉A|x(a)〉D ≡ x

(a
)

a

, |1〉C|a〉A|x(a)〉D ≡ x

(a
)

a

. (1.3.1)

Here, we represent the walker as the bucket with data, where the walker’s coin states |0〉C
and |1〉C are represented by the colors red and blue, respectively.

In our formulation, the walker (bucket with data) shifts to either the left or right path at
the bifurcation point based on its coin states (colors):

x

(a
)

a

x

(a
)

a

,

x

(a
)

a

x

(a
)

a

. (1.3.2)

Although we represent the quantum walker as the bucket with data, our algorithm for the
qRAM is completely different from the bucket-brigade method where the registers are carried
by the quantum switches.

By utilizing the colors, we eliminate the need for the quantum switches for sending the
registers to the desired location on the binary tree. In our process, the bucket with data
serving as the registers iteratively changes its color at the bifurcation points of the binary
tree to select the left or right path, depending on this color, appropriately. The color change,
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Method #qubits #time steps #quantum gates or spaces

quantum walks n+m O(n log(n+m)) O(2n(n2 + nm) log(n+m))
bucket-brigade O(2n) +m O(n(n+m)) O(n2n)

Table 1.1: Comparison of the number of qubit resources, time steps, quantum gates, and
architecture spaces between our proposal, which employs quantum walks, and the bucket-
brigade qRAM. Here, in this thesis, the word qubit resources signifies devices and matters
that exhibit superposition and entanglement.

i.e., coin flipping of the quantum walker, can be implemented by devices installed on each
bifurcation point, whereas the conventional process, the bucket-brigade, installs the quantum
switch on each bifurcation to guide the registers to the desired location. Note that each of
these devices itself does not exhibit quantum superposition and entanglement, and thus is
not a qubit resource.

We can implement our algorithm without any need for time-dependent control, partly
because our algorithm does not manage the ancillary qubit resources, such as the bucket-
brigade process which requires activating the corresponding quantum switches from |wait〉
to |left〉 or |right〉, and maintaining and deactivation these states during and after the data
retrieval. Intuitively, simply passing the registers through an architecture is sufficient to
complete the data retrieval.

Second, we formulate a multi-particle continuous-time quantum walk with two-level in-
ternal states to propose a physical implementation of qRAM, inspired by the aforementioned
universal quantum computation [28]. The motivation for introducing the internal states is
to implement the colored bucket and data (1.3.1) and the position shifting based on its
color (1.3.2). Here, because the internal states correspond to the colors red and blue of the
bucket with data, we represent these two states as red and blue. Furthermore, these states
are denoted by |0〉cq and |1〉cq ∈ C2 for the qth particle:

|0〉cq ≡ , |1〉cq ≡ . (1.3.3)

As with the above universal quantum computation, we combine single- and two-particle
scatterings to implement the data retrieval algorithm, thereby solidifying the algorithm’s
two main aspects. Namely, the retrieval algorithm is completed automatically as the parti-
cles simply pass and scatter through a graph-based architecture. The implementation still
eliminates the need for any ancillary qubits and time-dependent controls.

In our formulation, which is different from the previous continuous-time quantum walk, a
particle on a graph demonstrates the internal-state dependence of single-particle scatterings
on a subgraph, as shown in fig 1.4. Concretely, when the particle enters a subgraph, it scatters
according to either a scattering matrix or its transpose depending on its internal states. Note
that we only utilize a two-particle scattering as a head-on scattering along a rail, where both
particles have the same internal state.

The first key concept for utilizing the continuous-time quantum walk to implement our
retrieval algorithm is introducing the roundabout gate which is used for the position shifting of
the bucket with data. The roundabout gate is a subgraph demonstrating the aforementioned
internal-state dependence of a scattering. This graph connects three rails and scatters an
incident particle to another rail in either a counter-clockwise or clockwise direction, depending

8



on its internal state:

, . (1.3.4)

See Eq. (4.3.2) and (4.3.3) for concrete images of implementing the shift operator by the
roundabout gates.

The second key concept is the employment of dual-rail encoded particles (as proposed by
Childs et al. [28]). The dual-rail encoding represents the qubit value 0 or 1 based on which of
the two parallel rails a particle passes through as mentioned in Eq. (1.1.1). We thus use n+m
particles for the dual-rail encoded qubits to represent the bucket with data (see Eq. (4.1.2)
and (4.1.1) for concrete images), where both address and data consist of binary digits as

|a〉A = |an−1〉An−1 |an−2〉An−2 · · · |a0〉A0 ∈
(
C2
)⊗n

, (1.3.5)

|x(a)〉D = |x(a)m−1〉Dm−1 |x
(a)
m−2〉Dm−2 · · · |x

(a)
0 〉D0 ∈

(
C2
)⊗m

. (1.3.6)

Here, aq, x
(a)
q′ ∈ {0, 1}, and |aq〉Aq , |x

(a)
q 〉Dq ∈ C2 for q ≥ 0.

In summary, simply passing the n + m particles through an architecture automatically
completes retrieving the superposition of O(2n) m-qubit data from the memory units. Here,
these particles serve as the dual-rail encoded address and data qubits, and the architecture
is mostly constructed from a combination of graphs. In this retrieval process, these particles
move to the left rail, right rail, or both at a bifurcation point of the binary tree to access the
desired memory units as the spatial superposition. This movement can be implemented by
the roundabout gate designed by an appropriate graph. Each unit then passes the recorded
data to the incident particle as the dual-rail encoding.

The outline of this thesis is as follows. In Chap. 2, we review the conventional retrieval
algorithm, the bucket-brigade process. In Chap. 3, we introduce the discrete-time quantum
walk on the full binary tree and describe the retrieval algorithm using this model. In Chap. 4,
we summarize some key concepts for the implementation including the dual-rail encoding and
the roundabout gate. In Chap. 5, we then formulate the continuous-time quantum walk with
two-level internal states and the implementation of our retrieval algorithm. In Chap. 6,
we summarize and discuss our result, supplemented with the discussion of experimental
realization and the error bounds of our proposal. In the appendix, we provide technical
aspects of our continuous-time quantum walk.
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Ĝ

Outgoing

· ·
·

(b)

Ĝ
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Figure 1.4: Our model, the continuous-time quantum walk with two-level internal states,
demonstrates the internal state-dependence of scattering on a graph. Concretely, a single-
particle scattering on the graph follows a scattering matrix or its transpose depending on
the internal states. Using this dependence, we will derive the roundabout gate in Chap. 5.
This gate passes the incoming particles to another rail clockwise or its transpose, i.e., counter-
clockwise, depending on the internal states as shown in Eq. (1.3.4). (a) We consider a particle
that enters a graph (subgraph) through a rail. Here, the particle’s internal state is depicted
as either red or blue. (b) (resp. (c)) The single-particle scattering of the red (resp. blue) is
described by a scattering matrix (resp. its transpose). See Sec. 5.1 for a concrete discussion.
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Chapter 2

Bucket-brigade process: the
conventional retrieval process

To highlight the uniqueness and novelty of our qRAM, let us review the so-called bucket-
brigade process for retrieving a superposition of data (1.2.1). This innovative process, which
can be considered a standard and mainstream method in research for qRAM, was proposed
by V. Giovannetti, S. Lloyd, and L. Maccone in 2008 [51]. The advantages of this method are
few time steps for data retrieval and high resilience to noise. Namely, the process can retrieve
a superposition of O(2n)m-qubit data within only O(2n+nm) time steps. Additionally, while
2n−1 − 1 quantum switches (qutrits) are generally required, the address and data registers
become practically entangled with only O(n) switches during the process.
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An architecture for qRAM that supports the bucket-brigade process consists of 2n memory
units and a full binary tree with depth n, the leaf nodes of which are attached to the respective
memory units (see Fig. 1.3). Through the binary tree, the bucket-brigade process retrieves
O(2n) m-qubit data stored in the memory units in the form of quantum superposition in
response to the memory call:

qRAM :
∑
a

|a〉A|0〉D 7→
∑
a

|a〉A|x(a)〉D, (2.0.1)

where a is the assigned number to the ath unit and x(a) is the data stored in this unit.
Generally, the bucket-brigade process requires n+m and (2n−1−1) qubit resources, each

serving different purposes. The n+m resources are allocated to the registers as address and
data qubits:

|a〉A =|an−1〉An−1 |an−2〉An−2 · · · |a0〉A0 ∈
(
C2
)⊗n

, (2.0.2)

|x(a)〉D = |x(a)m−1〉Dm−1 |x
(a)
m−2〉Dm−2 · · · |x

(a)
0 〉D0 ∈

(
C2
)⊗m

, (2.0.3)

where aq, x
(a)
q ∈ {0, 1} for q ≥ 0. The remaining 2n−1 − 1 resources are allocated to the

quantum switches. As shown in Fig. 1.3, these quantum switches, each having three energy
levels: |wait〉, |left〉, and |right〉 ∈ C3, are installed in the nodes of the binary tree, excluding
the leaf nodes, with a total of 2n−1 − 1 nodes.

Here, for the experimental realization of this method, the initial proposals have involved
employing photons as qubits, where the value 0 or 1 is represented by the polarization, and
using atoms with a three-level system as quantum switches [40, 51]. Additionally, researchers
have also proposed various approaches utilizing phonons [52], photonic microchips [53], or
circuit-based implementations [54–57].

Using the quantum switches, the bucket-brigade process creates a route that allows the
data qubits {|0〉Di} to access the desired memory unit and retrieve data stored in this unit.
Note that this route corresponds to the binary digits of the address value. For example, to
access the 3rd of memory units, which corresponds to the binary digits a2a1a0 = 011 (= 3),
the register moves from the root node toward this unit: first left (corresponding to the 2nd
digit “0”), then right (the 1st digit “1”), and finally right again (the 0th digit “1”), as shown
in Fig. 1.3 (a).

Initially, all quantum switches are in the |wait〉 states, and we change the states of corre-
sponding switches by sequentially inputting the n address qubits of the address register (1.3.5)
into the binary tree through the root node, starting with the (n−1)th address qubit. Assume
here that a quantum switch interacts with an incoming qubit either absorbing it or moving
it to an adjacent node on the left or right. At a node, if a quantum switch is |wait〉 and the
incoming qubit is |0〉Aq (resp. |1〉Aq), the switch absorbs this qubit and activates its state to
|left〉 (resp. |right〉) through a unitary transformation U . In contrast, if a quantum switch is
|left〉 (resp. |right〉), the switch passes the incoming qubit to the left (resp. right) adjacent
node by the same unitary transformation U .

For instance, as shown in Fig. 1.3 (a), sequentially inputting address qubits in the state
|011〉A, starting from the final (2nd) qubit A2, carves the route to the 3rd memory unit. As
another example, which is shown in Fig. 1.3 (b), sequentially inputting address qubits with
a superposition of (|011〉 + |101〉)A carves a route to 3rd and 5th memory units. Note that
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sending and absorbing each address qubit requires O(n) time steps due to the depth of the
binary tree being n, in total O(n2) time steps for n address qubits.

After establishing the routes, we query the desired memory units by sequentially inputting
the m data qubits. In this inputting scheme, by U , the quantum switches along a route pass
the data qubit to the left, right, or both adjacent switches depending on whether the activated
state is |left〉, |right〉, or a superposition of both, respectively. Each qubit, upon reaching
the desired memory unit, changes its state from |0〉Dq to |1〉Dq by the NOT (Pauli-X) gate
if the qth digit of data is 1, which is recorded within the unit. Subsequently, the data qubit
returns to the root node through the inverse transformation U † of U , and then we input the
next data qubit. In summary, the repeatedly inputting, querying, and returning results in
the superposition of data as Eq. (2.0.1). Here, O(nm) time steps for the m-qubit data are
required because a query per bit requires O(n) steps which also originates from the depth of
the tree.

Finally, we must execute post-processing to initialize the architecture. Namely, we recover
absorbed all address qubits from the quantum switches using U † to resolve the entanglement
between the quantum switches and the register. This process necessitates additional O(n2)
time steps.

Whereas the bucket-brigade process needs to activate O(2n) switches each from |wait〉 to
|right〉 or |left〉 to retrieve O(2n) data as a superposition, the registers become practically
entangled with only O(n) switches during the process. Indeed, some studies have stated and
proved the noise resilience of the bucket-brigade process [40, 50, 54, 58]. For example, the
previous study [50] has proved that one can achieve a query, i.e., retrieving O(2n) single
qubit data from the memory units as a quantum superposition after the carving routes, with
infidelity which is almost given by

n∑
l=1

(2−l)(εT2l) = εTn, (2.0.4)

within time steps T = O(n).
However, we must dedicate effort to time-dependent controls for the quantum switches.

The first is the pre-processing to activate the switches for carving the routes toward the
desired memories. The second is the post-processing to recover the absorbed qubits from the
switches to resolve the entanglement between the O(2n) activated switches and the output,
i.e., the superposition of O(2n) data.
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Chapter 3

Data retrieval algorithm via
discrete-time QW [1]

In this chapter, we propose a novel retrieval algorithm via a discrete-time quantum walk.
First, we formulate the discrete-time quantum walk on a full binary tree. Second, we develop
the retrieval algorithm requiring only n+m qubit resources for the O(2n)m-qubit data, where
the quantum walker is employed as the address and data registers. This algorithm utilizes the
coin states of the walker to eliminate the need for 2n−1−1 qubit resources (quantum switches)
required in the conventional bucket-brigade process. We also show that the algorithm can
eliminate the need for any time-dependent control. Namely, simply passing the quantum
walker, i.e., the registers, through an architecture for our algorithm is sufficient to retrieve
the data as a superposition.
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3.1 Discrete-time quantum walk on a binary tree

To derive the retrieval algorithm that requires no quantum switches, we formulate a discrete-
time quantum walk on a full binary tree. As explained in the next chapter, the walker serves
as a set of address and data registers, where the walker with a coin state |0〉C and |1〉C are
denoted by the red and blue buckets with data, respectively.

The walker moves on the binary tree toward the desired memory units by a unitary
transformation, referred to as shift operator. Here, this operator relies on the coin state
(color) to guide the set of registers, whereas the unitary transformation U in the bucket-
brigade process relies on the quantum switch to guide the registers in the desired direction,
This distinction leads to the elimination of the need for O(2n) qubit resources.

As a preface, let us refer to a path constructing the full binary tree as bus. As shown in
Fig. 3.1, the symbol r(l,w) indicates the wth bus from the left, located on the lth level of the
binary tree, for 0 ≤ l ≤ n − 1 and 0 ≤ w ≤ 21 − 1. Here, the term bus is used because it
resembles a data bus in computing, where data is transferred through it.

Let us denote the state of the walker with the coin |c〉C (c ∈ {0, 1}) located on the bus
r(l,w) on the binary tree as

|r(l,w)〉B|c〉C ∈ VB ⊗ VC, c ∈ {0, 1}. (3.1.1)

Here, VC, coin space, is the Hilbert space spanned by {|c〉C|c ∈ {0, 1}}, and VB, bus space, is
spanned by {|r(l,w)〉B|0 ≤ l ≤ n− 1, 0 ≤ w ≤ 2l − 1}.

Now we introduce the shift operator S(l−1,w)
B,C that depicts the scattering of the walker

incident into the bus, which is at the (l− 1)th level and wth from the left on the binary tree:

S(l−1,w)
B,C := S̃(l−1,w)

B ⊗ |0〉〈0|C + S̃(l−1,w)⊤
B ⊗ |1〉〈1|C ∈ End (VB ⊗ VC) , (3.1.2)

S̃(l−1,w)
B := |r(l,2w)〉〈r(l−1,w)|B + |r(l,2w+1)〉〈r(l,2w)|B + |r(l−1,w)〉〈r(l,2w+1)|B ∈ End (VB) .

(3.1.3)

By the operator S(l−1,w)
B,C , our walker scatters to the counter-clockwise adjacent bus if its coin

is |0〉C, following the operator S̃(l−1,w)
B . In contrast, the walker with |1〉C follows its transpose

S̃(l−1,w)⊤
B , scattering to the clockwise adjacent bus.
For example, if the coin state of the walker on the bus r(l−1,w) is the superposition of |0〉C

and |1〉C, this walker moves to both the left and right adjacent buses on lth level, creating a
spatial superposition:

S(l−1,w)
B,C : |r(l−1,w)〉B (|0〉C + |1〉C) → |r(l,2w)〉B|0〉C + |r(l,2w+1)〉B|1〉C. (3.1.4)

In our algorithm, the walker evolves in discrete time by iteratively flipping its coin state
and shifting its position based on the outcome of the coinflip. To achieve this, we introduce

a controlled coinflip operator denoted as X (l−1,w)
C,A , and coinflip operator denoted as X (l,2w+1)

C

in the following chapter.

3.2 Exponential qubit savings

Applying the discrete-time quantum walk on the binary tree, we propose a novel retrieval
algorithm that saves qubit resources exponentially compared to the bucket-brigade process.
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Figure 3.1: Buses {r(l,w)}. The symbol r(l,w) represents the bus on the lth level and is the
wth from the left on this level. We use the term bus in reference to the “memory bus”.
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Figure 3.2: Shift operation. Our walker scatters to another bus either in the counter-
clockwise or clockwise direction, based on its coin (color) state, by the shift operator (3.1.2).

We only require n+m qubit resources allocated to the walker (bucket with data) which serves
as the set of address and data registers. While the primary motivation for the algorithm is
saving qubit resources exponentially, removing the need for any time-dependent control is
also a significant aspect. Namely, by the walker, i.e., the set of registers, simply passing
through an architecture, the data retrieval process is completed.

Unlike the conventional approach, our algorithm uses an architecture with two binary
trees symmetrically connected on both sides of the memory, as shown in Fig. 3.3. A discrete-
time quantum walker traverses one side of the trees to access the desired memory units as
spatial superposition, which we refer to as routing. After reaching the units, the walker
queries the data within the units, querying. Subsequently, the walker traverses the other side
of the trees, and, finally, we obtain the superposition of data from the root bus r(0,0) of this
tree, outputting.

Specifically, our algorithm consists of three steps: routing R, querying Q, and outputting
R† as ∑

a

|r(0,0)〉B|0〉C|a〉A|0〉D
R−→
∑
a

|r(n,a)〉B|0〉C|a〉A|0〉D (3.2.1)

Q−→
∑
a

|r(n,a)〉B|0〉C|a〉A|x(a)〉D
R†
−−→

∑
a

|r(0,0)〉B|0〉C|a〉A|x(a)〉D, (3.2.2)

where the walker, serving as the bucket with data, is defined on the tensor product of the
four spaces (the bus, coin, address, and data spaces) VB ⊗ VC ⊗ VA ⊗ VD. Here, the address
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and data space are the Hilbert spaces spanned by the n and m-qubit states, as shown in
Eq. (1.3.5) and (1.3.6), i.e., VA = (C2)⊗n and VD = (C2)⊗m, respectively. The VC and VB are
the coin and bus spaces, respectively, as described below in Eq. (3.1.1).

First, the routing operation R is defined as

R :=

n∏
l=1

2l−1−1∑
w=0

X (l,2w+1)
C S(l−1,w)

B,C X (l−1,w)
C,A

 ∈ End(VB ⊗ VC ⊗ VA), (3.2.3)

X (l−1,w)
C,A := |r(l−1,w)〉〈r(l−1,w)|B ⊗XC ⊗ |1〉〈1|A(n−1)−l

∈ End(VB ⊗ VC ⊗ VA), (3.2.4)

X (l,2w+1)
C := |r(l,2w+1)〉〈r(l,2w+1)|B ⊗XC ∈ End(VB ⊗ VC), (3.2.5)

where XC is the Pauli-X acting on the coin, i.e., XC := |0〉〈1|C+ |1〉〈0|C ∈ End(VC). We refer

to the two operators X (l,2w+1)
C and X (l−1,w)

C,A as the coinflip and controlled coinflip, respectively.
Let us detail the shifting of the walker on wth bus on level l−1 to the adjacent two bus on

l, which is described by X (l,2w+1)
C S(l−1,w)

C,B X (l−1,w)
C,A as in Eq. (3.2.3). By the controlled coinflip

X (l−1,w)
C,A the walker flips its coin to |1〉C only if the [(n− 1)− l]th address is |1〉A(n−1)−l

:

X (l−1,w)
C,A : |r(l−1,w)〉B|0〉C|a〉A|0〉D 7→ |r(l−1,w)〉B|a(n−1)−l〉C|a〉A|0〉D. (3.2.6)

By the shift operator S(l−1,w)
C,B , the walker moves from the bus r(l−1,w) to r(l,2w+a(n−1)−l):

S(l−1,w)
C,B : |r(l−1,w)〉B|a(n−1)−l〉C|a〉A|0〉D 7→ |r(l,2w+a(n−1)−l)〉B|a(n−1)−l〉C|a〉A|0〉D. (3.2.7)

By the coinflip X (l,2w+1)
C , the coin state is initialized to |0〉C regardless of whether the walker

moves to the left or right adjacent bus:

X (l,2w+1)
C : |r(l,2w+a(n−1)−l)〉B|a(n−1)−l〉C|a〉A|0〉D 7→ |r(l,2w+a(n−1)−l)〉B|0〉C|a〉A|0〉D. (3.2.8)

The summand in Eq. (3.2.3) thus represents shifting the walker, which exists on buses at
level l − 1 as a spatial superposition, to desired buses on the level l:

2l−1−1∑
w=0

X (l,2w+1)
C S(l−1,w)

B,C X (l−1,w)
C,A :

∑
a

|r(l,
∑l−1

j=0 2
(l−1)−ja(n−1)−j)〉B|0〉C|a〉A|0〉D (3.2.9)

7→
∑
a

|r(l+1,
∑l

j=0 2
l−ja(n−1)−j)〉B|0〉C|a〉A|0〉D. (3.2.10)

Note that in the routing process R, the walker with an address 0 ≤ a ≤ 2n−1 passes through

the buses r(0,0), r(1,an−1), r(2, 2an−1+an−2), r(3,
∑2

i=0 2
2−ia(n−1)−i), ..., r(n,

∑n−i
j=0 2(n−1)−ja(n−1)−j) =

r(n,a) in order. Namely, the route, through which the walker moves toward the desired units,
corresponds to the binary digits of the address value in the same as the bucket-brigade
process. For example, the walker with address 3(= 011) on the bus r(0,0) moves first to the
left bus r(1,0), then to the right r(2,1), and finally to r(3,3).

Second, the querying operation Q is defined as

Q :=

2n−1∑
a=0

|r(n,a)〉〈r(n,a)|B ⊗

m−1⊗
q=0

(
XDq

)x(a)
q

 ∈ End(VB ⊗ VD), (3.2.11)
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where XDi is the Pauli-X acting on qth data qubit, i.e., XDi := |0〉〈1|Di+|1〉〈0|Di ∈ End(VDi).
The summand represents the querying of a memory unit. Namely, the walker on the bus r(n,a)

changes its data from |0〉D to |x(a)〉D as

|r(n,a)〉〈r(n,a)|B ⊗

m−1⊗
q=0

(
XDq

)x(a)
q

 : |r(n,a)〉B|0〉C|a〉A|0〉D

7→ |r(n,a)〉B|0〉C|a〉A|x(a)〉D(
= |r(n,a)〉B|0〉C|a〉A

[
|x(a)m−1〉Dm−1 · · · |x

(a)
1 〉D1 |x

(a)
0 〉D0

]
= |r(n,a)〉B|0〉C|a〉A

[(
XDm−1

)x(a)
m−1 |0〉Dm−1 · · · (XD1)

x
(a)
1 |0〉D1 (XD0)

x
(a)
0 |0〉D0

])
(3.2.12)

After the query, the walker moves to the bus r(0,0) on the opposite binary tree, which is
described by the conjugate transpose R† of R as shown in Eq. (3.2.2).

Whereas the bucket-brigade process inputs n+m qubits sequentially, our process inputs
them in parallel. The required steps are then only O(n) in total, as shown in Eq. (3.2.3).

Additionally, no post-processing is required, such as dissolving entanglements between the
registers and nodes of the binary tree in the bucket-brigade process. The nodes and walker
(address and data registers) are never entangled because each node is equipped only with de-
vices implementing the shift (3.1.2), coinflip (3.2.5), and controlled-coinflip operators (3.2.4)
to pass the walker on the left or right bus appropriately. Here, each of these devices itself
does not exhibit quantum superposition and entanglement.

In fact, the implementation of the controlled coinflip X (l,w)
A,C requires O(log(n+m)) circuit

depth, as described in the next chapter (see Eq. (4.2.7)). The total circuit depth for the
physical implementation of this algorithm thus becomes O(n log(n+m)).
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Figure 3.3: Conceptual image of our algorithm. The bucket with data represents the discrete-
time quantum walker that serves as the address and data registers. First, the quantum
walker accesses the memory units as spatial superposition by the routing operation R (3.2.3).
Subsequently, the walker queries data from the units by the querying operation Q (3.2.11).
Finally, we obtain a superposition of the data from the root bus r(0,0) by the output operation
R†.
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Figure 3.4: Overview of our qRAM. Because we construct each bus from 2(n + m) rails
for the n +m dual-rail encoded qubits, the architecture features stacked binary trees with
a total of 2(n + m) trees. At each bifurcation point of the 2(n + m) rails, the dual-
rail encoded qubits (Eq. (4.1.1) or Eq. (4.1.2)) undergo operations, the controlled coinflip

X (l−1,w)
C,A (Eq. (4.2.3) or Eq. (4.2.4)), shift operator S(l−1,w)

B,C (Eq. (4.3.2) or Eq. (4.3.3)), and

coinflip X (l,2w+1)
C (Eq. (4.4.1) or Eq. (4.4.2)).
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Chapter 4

Connection between discrete-time
and continuous-time QWs [1–3]

This chapter summarizes the key concepts for implementing our retrieval algorithm using only
n +m qubit resources, specifically using n +m particles with two-level internal states. We
will highlight that the implementation necessitates three gates: the roundabout, NOT, and
controlled NOT gates. Note that the implementation utilizing the continuous-time quantum
walk is detailed in the next chapter.
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4.1 Implementation of the bucket with data (address and data
registers)

To implement the set of address and data registers (bucket with data), we employ n + m
particles as dual-rail encoded qubits. Assume here that each particle has two-level internal
states, which are represented by |0〉cq and |1〉cq for the qth of n+m particles (let us represent
these internal states as respectively red and blue because they correspond to the red and
blue buckets with data). For example, we implement sets of the registers, whose states are
|0〉C|r(l−1,w)〉B|3〉A|0〉D and |0〉C|r(l−1,w)〉B|1〉A|0〉D, using four particles:

3
0

≡

: |0 c3b3

| B|0 C|3 A|x
(a)

D

:

:

:

r
(l−1,w)

|r
(l−1,w)
7

|0 c2b2
|r

(l−1,w)
5

|0 c1b1
|r

(l−1,w)
2

|0 c0b0
|r

(l−1,w)
0

A1
r
(l−1,w)
7

r
(l−1,w)
6

A0
r
(l−1,w)
5

r
(l−1,w)
4

D1
r
(l−1,w)
3

r
(l−1,w)
2

D0
r
(l−1,w)
1

r
(l−1,w)
0

(4.1.1)

1
0

≡

: |0 c3b3

| B|0 C|1 A|x
(a)

D

:

:

:

r
(l−1,w)

|r
(l−1,w)
6

|0 c2b2
|r

(l−1,w)
5

|0 c1b1
|r

(l−1,w)
2

|0 c0b0
|r

(l−1,w)
0

A1
r
(l−1,w)
7

r
(l−1,w)
6

A0
r
(l−1,w)
5

r
(l−1,w)
4

D1
r
(l−1,w)
3

r
(l−1,w)
2

D0
r
(l−1,w)
1

r
(l−1,w)
0

(4.1.2)

where we represent the color |0〉C by aligning all colors of the particles to red (namely, if the
color of the bucket with data is blue, we align all colors of the particles to blue). As described
in the introduction (see Eq. (1.1.1)), the dual-rail encoding represents the binary value 0 or 1
based on which of the two parallel rails a particle passes through. We then construct the bus

r(l−1,w) using 2(n+m) rails labeled as r
(l−1,w)
0 , r

(l−1,w)
1 , r

(l−1,w)
2 , . . . , r

(l−1,w)
2(n+m)−1 for the n+m

qubits. Here, a set of two rails, r
(l−1,w)
2q and r

(l−1,w)
2q+1 , corresponds to the qth data qubit for

0 ≤ q ≤ m− 1 or (q −m)th address qubit for m ≤ q ≤ n+m− 1.
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Explicitly, the dual-rail encoded state, which represents the bucket with data colored red
or blue, is written as follows:

|r(l−1,w)〉B|c〉C|a〉A|x〉D = |r(l−1,w)〉B|c〉C

(
n−1⊗
q=0

|aq〉Aq

)(
m−1⊗
q=0

|xq〉Dq

)
(4.1.3)

≡

{
n+m−1⊗
q=m

(
δ0,aq−m |r

(l−1,w)
2q 〉bq + δ1,q−m|r(l−1,w)

2q+1 〉bq
)
|c〉cq

}

⊗

{
m−1⊗
q=0

(
δ0,xq |r

(l−1,w)
2q 〉bq + δ1,xq |r

(l−1,w)
2q+1 〉bq

)
|cq〉cq

}
∈

n+m−1⊗
q=0

Vbq ⊗ Vcq ,

(4.1.4)

where c ∈ {0, 1}. Here, the color space Vcq is the Hilbert space spanned by {|c〉cq |c ∈ {0, 1}},
which represents the internal state of the qth particle. Subsequently, the bus space Vbq is

the Hilbert space spanned by {|r(l−1,w)
2q 〉bq , |r

(l−1,w)
2q+1 〉bq |0 ≤ l ≤ n − 1, 0 ≤ w ≤ 2l − 1},

representing rails on which the qth dual-rail encoded particle exists. Note that these particles
are indistinguishable; we assign the label q explicitly to the particle corresponding to the qth

dual-rail encoded qubit, i.e., passing through the rail r
(l−1,w)
2q or r

(l−1,w)
2q+1 .

Because each bus consists of 2(n+m) rails, the architecture’s structure features 2(n+m)
binary trees stacked as shown in Fig. 3.4.

4.2 Implementation of the controlled coinflip X (l−1,w)
C,A

To implement the controlled coinflip X (l−1,w)
C,A (3.2.4) we introduce the NOT gate and con-

trolled NOT gates acting on the internal states (colors). Here, the NOT gate reverses the
color of a single particle. The controlled NOT gate acts between two particles, e.g., particles
q and q′, so that the color of qth particle is reversed only if the color of q′th particle is |1〉cq′ .

Let us denote the NOT gate installed in any rail r, and the controlled NOT gate in any
two rails rctrl and rtgt as

NOTc(r) := c
r = |r〉〈r|bq ⊗

(
|1〉〈0|cq + |0〉〈1|cq

)
, (4.2.1)

CNOTc,c′(rctrl, rtgt) :=
×

c

rctrl

rtgt

= |rctrl〉〈rctrl|bq′ ⊗ |1〉〈1|cq′ ⊗NOTc(rtgt), (4.2.2)

where NOTc(r) ∈ End(Vbq ⊗ Vcq) and CNOTc,c′(rctrl, rtgt) ∈ End(Vbq ⊗ Vcq ⊗ Vbq′ ⊗ Vcq′ ).
Actual implementations of the NOT and controlled NOT gates are detailed in Sec 5.2.

Recall that the controlled coinflip, represented by the operator X (l−1,w)
C,A , flips the coin

(color) of the bucket with data only if its [(n − 1) − l]th address qubit is |1〉A(n−1)−l
. For

implementing this operator, we combine NOT and controlled NOT gates to construct a cor-
responding circuit. First, we use the NOT gate to reverse the particle’s color passing through

the rail r
(l−1,w)
2((n+m−1)−l)+1, which corresponds to the address qubit |1〉A(n−1)−l

. Subsequently, we
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use the controlled NOT gates to align the internal states of all particles. Namely, the colors
of the remaining particles match the particle’s color changed in the first step.

For example, a four-qubit circuit for the operator X (l−1,w)
C,A changes (resp. does not change)

the color of the four-qubit state (4.1.1) (resp. (4.1.2)) as follows:

X
(l−1,w)
C,AX
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C,A
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A0
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×
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×
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×
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c
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r
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0 (4.2.3)
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r
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r
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(4.2.4)

Here, the operator ˜CNOT
(l−1,w,t)
c,c′ is defined as

˜CNOT
(l−1,w,t)
c,c′ :=

2t−1⊗
k=0

∏
s,s′∈{0,1}

CNOTc,c′

(
r
(l−1,w)
2ql−1,t,k+s, r

(l−1,w)
2ql−1,t,k+1/2+s′

)
(4.2.5)

∈ End

2t−1⊗
k=0

(Vcql,t,k ⊗ Vbql,t,k )⊗ (Vcql,t,k+1/2
⊗ Vbql,t,k+1/2

)

 . (4.2.6)

Here, the two rails r
(l−1,w)
2ql−1,t,k

and r
(l−1,w)
2ql−1,t,k+1 correspond to the ql−1,t,kth of n+m qubits, where

ql−1,t,k := ((n+m− l − 1)− (N/2t)k) mod (n+m).
Explicitly, the circuit which implements the controlled coinflips is written as

X (l−1,w)
C,A ≡

log(n+m)−1∏
t=0

˜CNOT
(l−1,w,t)
c,c′

NOTc

(
r
(l−1,w)
2ql−1,0,0+1

)
∈ End

n+m−1⊗
q=0

Vcq ⊗ Vbq

 .

(4.2.7)

The depth of the circuit implementing the controlled coinflip is then O(log(n+m)).
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4.3 Implementation of the shift operator S
(l−1,w)
B,C

To implement the shift coin operator S
(l−1,w)
B,C (3.1.2), we branch the 2(n+m) rails of the bus

r(l−1,w) into left and right rails using 2(n+m) roundabout gates. Here, as mentioned in the
introduction (see Eq. (1.3.4)), the roundabout gate scatters an incident particle to another
rail either counter-clockwise or clockwise depending on its internal states:

, . (4.3.1)

We will derive a subgraph demonstrating the functionality of the roundabout gate in Sec. 5.2.
As an example of the implementation of the shift operator, let us consider the four-qubit

dual-rail encoded particles. These particles, whose colors are changed to red or blue by the
controlled coinflip, scatter to respectively the left or right rails depending on these colors by
the roundabout gates:
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(4.3.3)

Here, each of the roundabout gates connects three rails: r
(l−1,w)
i , r

(l,2w)
i , and r

(l,2w+1)
i .
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Explicitly, the implementation of the shift operator is written as

S(l−1,w)
B,C ≡

n+m−1∑
q=0

∑
s∈{0,1}

R
(
r
(l−1,w)
2q+s , r

(l,2w)
2q+s , r

(l,2w+1)
2q+s

)
∈ End

n+m−1⊗
q=0

Vbq ⊗ Vcq

 . (4.3.4)

We denote here the functionality of the roundabout gate as

R
(
r, r′, r′′

)
:= R̃

(
r, r′, r′′

)
⊗ |0〉〈0|cq + R̃⊤ (r, r′, r′′)⊗ |1〉〈1|cq ∈ End(Vbq ⊗ Vcq), (4.3.5)

R̃
(
r, r′, r′′

)
:= |r′〉〈r|bq + |r′′〉〈r′|bq + |r〉〈r′′|bq ∈ End(Vbq), (4.3.6)

where the r, r′ and r′′ are any rails connected to the roundabout gate. Recall that we assign
the label q to the particle corresponding to the qth dual-rail encoded qubit.

4.4 Implementation of the coinflip X (l,2w+1)
C

To implement the operator X (l,2w+1)
C (3.2.5), we installed the NOT gates exclusively on the

right-side rails {r(l,2w+1)
q }, components of the bus r(l,2w,+1). Here, this operator resets the

color of the bucket with data to red after the shift. Namely, as following examples, all colors
of the four particles become red regardless of whether these particles scatter left or right:

c

c
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c
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Explicitly, the implementation of this operator is written as

X (l,2w+1)
C ≡

n+m−1∑
q=0

(
NOTc

(
r
(l,2w+1)
2q

)
+NOTc

(
r
(l,2w+1)
2q+1

))
∈ End

n+m−1⊗
q=0

Vcq ⊗ Vbq

 .

(4.4.3)

4.5 Implementation of the query operator XDi

Finally, we implement the query operator XDi in (3.2.11) by crossing the two rails if the
corresponding digit of the data is 1 (See Fig. 4.1 (a) for example of n = 2 and m = 2):

XDq ≡
r
(n,a)

r
(n,a)

r
(n,a)

r
(n,a)

2q+ 1

2q

2q+ 1

2q

. ∈ End(Vbq) (4.5.1)

In another way, we can implement the query operator using an encoder and decoder. First,

the decoder changes the particle’s state from |0〉cq |r
(a,w)
2q 〉bq to |0〉cq |r′〉bq . Subsequently, we

selectively write binary data 0 or 1 into the internal state by either applying or not applying
the NOT gate on a rail r′. Finally, the binary data is dual-rail encoded by the encoder. The
implementation is explicitly written as

(XDi)
x
(a)
q ≡ Encoder ·

(
NOTc(r

′)
)x(a)

q ·Decoder (4.5.2)

=



r
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2q

r
(n,a)
2q+1

r
(n,a)
2q

r
(n,a)
2q+1

rr

c c

Decoder Encoder

if x
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q = 0

r
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r
(n,a)
2q

r
(n,a)
2q+1

c
rr

c c

Decoder Encoder

if x
(a)
q = 1

(4.5.3)

Here, the decoder, which is a combination of the roundabout and NOT gates, converts the
dual-rail encoded qubit value into the internal states of the particle as

(
α|r(a,w)

2q 〉bq + β|r(a,w)
2q+1 〉bq

)
|0〉cq :

dncorddecord

c
r

r
(n,w)
2q

r
(n,w)
2q+1

: |r′〉bq
(
α|0〉cq + β|1〉cq

)
,

(4.5.4)

where Encode := NOTc(r
(a,w)
2q+1 )R(r

′, r
(a,w)
2q , r

(a,w)
2q+1 ) ∈ End(Vcq ⊗ Vbq) (in the implementation

of the qRAM, the decoder is used for only converting the qubit value 0 into the internal
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Figure 4.1: Circuits from querying from the 3rd memory unit, in which the data x(n) (= 2)
is recorded. Both of these circuits have equivalent functionality. (a) The query operator
XDq is implemented by crossing the two parallel rails if the qth binary digit is 1. (b) The
query operator can also be implemented by combining the decoder, encoder, and NOT gates.
Depending on whether the binary digit 0 or 1, a NOT gate is either placed or not on a rail
between the decoder and encoder.

states referred to as red). Additionally, the encoder is defined as the inverse operation of the
decoder as

|r′〉bq
(
α|0〉cq + β|1〉cq

)
:

encord

c

r

r
(n,w)
2q+1

encord

r
(n,w)
2q

:
(
α|r(a,w)

2q 〉bq + β|r(a,w)
2q+1 〉bq

)
|0〉cq

(4.5.5)

(See Fig. 4.1 (b) for example of n = 2 and m = 2).
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Chapter 5

Physical implementation by
continuous-time QW [2, 3]

In this chapter, we discuss a physical implementation of qRAM that adopts our retrieval
algorithm, which solidifies the algorithm’s two advantages; the implementation requires nei-
ther ancillary qubit resources nor any time-dependent control. First, we formulate a two-level
multi-particle continuous-time quantum walk applicable to either bosonic or fermionic par-
ticles with two-level internal states. Second, we propose implementations of the three key
gates introduced in Chap. 4, i.e., roundabout, NOT, and CNOT gates. Third, we discuss the
circuit construction and estimate an error caused by a finite-size effect. Finally, we propose
a universal quantum computer compatible with our qRAM.
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5.1 Continuous-time quantum walks with two-level internal
states

To detail the implementation in the next chapter, we formulate either a bosonic or fermionic
multi-particle continuous-time quantum walk with two-level internal states. In this model,
the particles evolve on a graph G in continuous time according to the following Hamiltonian:

HG = KG + UG, (5.1.1)

where KG is a kinetic term and UG is an interaction term defined in the following. Note
that, in the next chapter, we construct an architecture adopting our retrieval algorithm as
the graph G, where the particles traverse as the dual-rail encoded qubits.

Notably, our formulation, the kinetic term more specifically, exhibits internal-state de-
pendence of the single-particle scattering on the subgraph, which leads to the roundabout
gate in the following chapter. Here, consider that this subgraph, denoted as Ĝ, connects m
semi-infinite rails {rj |0 ≤ j ≤ n− 1} as shown in Fig. 5.1. As described below, the incoming
particle into the subgraph through a rail scatters according to a scattering matrix (S-matrix)
or its transpose, depending on its internal states. Note that, in the next chapter, we de-
rive a subgraph connecting three rails, which demonstrates the internal-state dependence of
single-particle scattering, analogous to the roundabout gate (4.3.5).

To detail the single-particle scattering on the subgraph, let us consider the following
scattering plane wave of the incoming particle through a semi-infinite rail rjin (0 ≤ jin ≤ m−1)
with momentum k ∈ R as

|scrjin (k)〉 :=
∑
x

m−1∑
j=0

(
δrj ,rjine

−ikx + S0,rj ,rjin (k)e
ikx
)
|vrjx 〉vq |0〉cq

+
m−1∑
j=0

(
δrj ,rjine

−ikx + S1,rj ,rjin (k)e
ikx
)
|vrjx 〉vq |1〉cq

 ∈ End
(
Vvq ⊗ Vcq

)
,

(5.1.2)

where S1,rj ,rjin (k) = S0,rjin ,rj (k) for 0 ≤ j, jin ≤ m− 1. (5.1.3)

Here, |vrjx 〉vq denotes the particle being at the xth vertex along the rail rj counted from the
subgraph, i.e., v

rj
x=0 is the leading vertex attached to the subgraph. The space Vvq is spanned

by {|v〉vq |v ∈ V(G)} (as described in Eq. (5.2.1), this space includes the bus space Vbi). We
denote the scattering matrix for the particle with |c〉ci for c ∈ {0, 1} as Sc(k) ∈ Cm×m, where
Sc,rj ,rjin (k) ∈ C is the element at the jth row and jinth column of this matrix. We prove the
transposition (5.1.3) in the paragraph whose conclusion is (5.1.16).

Note that in the next chapter, we will construct the architecture of the qRAM as the graph
G, a combination of subgraphs and rails. Additionally, we will introduce a wave packet as
the dual-rail encoded qubit, which is constructed by a superposition of the plane waves and
whose scatterings are dominated by a plane wave with specific momentum.

Now, let us explicitly define the kinetic and interaction terms in order. Specifically, we
will first discuss the single-particle scattering on the subgraph using the kinetic, and then
address a two-particle scattering using the interaction term (the implementation is achieved
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by combining the single- and two-particle scatterings). Note that we assume all rails, which
are components of the entire graph G, have semi-infinite length to discuss each scattering
independently.

Kinetic term The kinetic term of the n particles on a graph G, which demonstrates the
internal-state dependence, is defined as follows (note that focusing solely on the single particle,
we can alter the kinetic term to (5.1.7)):

KG :=
∑
c=0,1

∑
(v,v′)∈E(G)

(
ei(−1)cθv,v′a†v,cav′,c +e

−i(−1)cθ∗
v,v′a†v′,cav,c

)
, (5.1.4)

where KG ∈ End(
⊗

q Vvq ⊗ Vcq). The graph G consists of a set of edges E(G) and vertices
V(G). Thus, (v, v′) represents an edge between two vertices v and v′. Note that we do
not distinguish (v, v′) and (v′, v) so that the sum is taken over either (v, v′) or (v′, v). The
two terms inside the summation of KG represent the walks, i.e., switching the positions of a
particle, between two vertices v and v′ connected by the edge (v, v′). Namely, a†v,c (resp. av,c)
is the creation (resp. annihilation) operator of a particle on the vertices v with the internal
state c ∈ {0, 1}, and θv,v′ ∈ R is a factor of a weight (coefficient) associated with the walk

from v to v′. Here, the creation operators {a†v,c|v ∈ V(G), c ∈ {0, 1}} are generators of the
Hilbert space

⊗
q(Vvq ⊗ Vcq) so that these operators correspond to the bases spanning this

space as 
n−1⊗
q=0

(
|vq〉vq |cq〉cq

)
=

n−1∏
q=0

a†vq ,cq |0〉 | vq ∈ V(G), cq ∈ {0, 1}

 (5.1.5)

where |0〉 is the no-particle (vacuum) state defined by avq ,cq |0〉 = 0. Finally, to ensure the
symmetry of bosonic particles (resp. the anti-symmetry and the Pauli exclusion principle for
fermionic particles), we require the following commutation relations (resp. anti-commutation
relations):

[avq ,cq , a
†
vq′ ,cq′

]± = δvq ,vq′ δcq ,cq′ , [avq ,cq , avq′ ,cq′ ]± = [a†vq ,cq , a
†
vq′ ,cq′

]± = 0, (5.1.6)

where [·, ·]− denotes the commutator ([·, ·]+ denotes the anti-commutator).
To show the transposition between the S-matrices of the red and blue particles (5.1.3), we

introduce the kinetic term for the single-particle incident into the subgraph Ĝ as K
(1)
G . Here,

as mentioned above, we assume each rail attached to the subgraph has semi-infinite length
allowing us to treat the single-particle scattering on the subgraph independently. Focusing
only on a single particle on the subgraph Ĝ attached m semi-infinite rails, we obtain the
following kinetic term for the single-particle from (5.1.4) and (5.1.5):

K
(1)
G := AG ⊗ |0〉〈0|cq +A∗

G ⊗ |1〉〈1|cq ∈ End(Vvq ⊗ Vcq), (5.1.7)

A(G) := A(Ĝ) +
m−1∑
j=0

A(rj) ∈ End(Vvq). (5.1.8)

Here, A(Ĝ) and A(rj) are adjacency matrices of the subgraph Ĝ and the semi-infinite rail
rj , which contain walks the particle can take, e.g., |vx〉〈vx′ | for vx, vx′ ∈ V(Ĝ), and weights
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(coefficients) each associated with the walk, e.g., eiθvx,vx′ and e−iθvx,vx′ , as

A(rj) :=
∑
x

(
|vrjx 〉〈vrjx+1|vq + |vrjx+1〉〈v

rj
x |vq

)
for 0 ≤ j ≤ m− 1, x ≥ 0. (5.1.9)

A(Ĝ) :=
∑

(vx,vx′ )∈E(Ĝ)

(
eiθvx,vx′ |vx〉〈vx′ |vq + e−iθvx,vx′ |vx′〉〈vx|vq

)
for 0 ≤ x, x′ ≤M − 1

(5.1.10)

where E(Ĝ) and V(Ĝ) represent sets of edges and vertices of the subgraph. Here, we assume
that the subgraph Ĝ has M vertices, and the first m vertices are identical to the leading
vertices of the m rails, respectively:

v0 = vr00 , v1 = vr10 , v2 = vr20 , · · · , vm−1 = v
rm−1

x=0 . (5.1.11)

Note that, as shown in Eq. (5.1.9), the rails consist of undirected edges whose weights are 1.
However, as shown in Eq. (5.1.10), the subgraph can consist of directed edges whose weights
depend on the direction of the walk (the experimental realization of the directed edge is
discussed in Chap. 6).

Now let us show the transposition between the S-matrices of the red and blue parti-
cles (5.1.3). Here, the S-matrices are determined by the following Schrödinger equation:

K
(1)
G (|scjin(k)〉+ |bdjin(k)〉) = Ek (|scjin(k)〉+ |bdjin(k)〉) (5.1.12)

where Ek = 2 cos k ∵ 〈vjrx≥1|Ajr |scjin(k)〉 = 2 cos k〈vjrx≥1|scjin(k)〉. (5.1.13)

where |bdjin(k)〉 ∈ CM−m is a bound state localized in the subgraph (see Eq. (A.1.7)). As
described in Appendix A.1, using the Schrödinger equation and the conservation laws of
momentum k and energy Ek, we derive the following equation to determine the S-matrix
from the adjacency matrix of the subgraph:

S0(k) = −e2ikQ−1(k)Q(−k), S1(k) = −e2ik(Q∗(−k))−1Q∗(k) (5.1.14)

Q(k) :=

{
1− eik

(
BĜ + C†

Ĝ

1

2 cos k −DĜ

CĜ

)}
. (5.1.15)

Here, BĜ ∈ Cm×m andDĜ ∈ C(M−m)×(M−m) are adjacency matrices, submatrices of AĜ more
specifically, consisting of vertices {vx|0 ≤ x ≤ m− 1} and {vx|m ≤ x ≤M − 1}, respectively
(see Fig. 5.2 for concrete image). Additionally, CĜ ∈ Cm×(M−m) is also a submatrix of AĜ,
which represents the connections between the m and M − m vertices. In conclusion, we
obtain the transposition (5.1.3) as

S1(k) = (S0(−k))∗ =
(
S†
0(k)

)∗
= S0(k)

T . (5.1.16)

Here, we use Sc(k) = Sc(−k)† obtained from (5.1.14) for c ∈ {0, 1}.
In the implementation, we treat a wave packet as the particle’s state, which serves as

the dual-rail encoded qubit. The single particle scattering is characterized by the S-matrix
Sc(k = −π/2) for c ∈ {0, 1}; we construct the wave packet by a superposition of plane waves,
whose Fourier coefficient has a sharp peak at k = −π/2 as described in (5.2.2) and (5.2.3).
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Figure 5.1: (a) A subgraph connecting rails. (b) Conceptual images of the scattering plane
waves. The scattering coefficients for the red and blue particles are described by two S-
matrices, which are transposed of each other, as shown in Fig. (5.1.3).

Interaction term We introduce the interaction term of the particles to consider the two-
particle scattering, which is utilized for the implementation. Concretely, we consider the
on-site (resp. nearest-neighbor) interactions for bosonic (resp. fermionic) particles:

UG =

{
u
2

∑
v∈V(G) nv(nv − 1) for the bosonic particles,

u
∑

(v,v′)∈E(G) nvnv′ for the fermionic particles,
(5.1.17)

where nv :=
∑1

c=0 a
†
v,cav,c is the number operator, and u ∈ R is the interaction strength.

This interaction term describes that two particles, whose states are written as the wave
packets characterized by the plane waves with k0 ∈ (−π, 0) and k1 ∈ (0, π), acquire the
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following phase factor after the head-on scattering:

P+(kq, kq′) :=
2(sin kq − sin kq′) + iu

2(sin kq − sin kq′)− iu
for the bosonic, (5.1.18)

P−(kq, kq′) :=
1 + ei(kq+kq′ ) − eikq′u

1 + ei(kq+kq′ ) − eikqu
for the fermionic. (5.1.19)

See Appendix 2 for the details. The derivation of the phase shift is not pivotal to the discourse
in the following chapter, unlike the discussion on the kinetic term used for the roundabout
gate.

We assume that all rails have a semi-infinite length to discuss each scattering indepen-
dently of other scatterings. However, in Sec. 5.3, we discuss the architecture construction
using finite rails with an estimation of the error caused by finite-size effects. Note that
this error estimation includes the position deviation of the wave packets due to single- and
two-particle scatterings.

5.2 Physical implementation of circuit components

Now, we illustrate how continuous-time quantum walk with two-level internal states imple-
ments our data retrieval algorithm. Specifically, under this model, we detail the four key
concepts introduced in Sec. 5.2 for the implementation: the dual-rail encoded qubit, NOT
gate, controlled NOT gate, and roundabout gate. The above three gates require no ancillary
qubit resource and time-dependent control, which indicates that the dual-rail encoded qubits
(particles) simply passing the gates are sufficient to automatically complete the retrieval
algorithm.

Dual-rail encoded qubit Because the architecture is based on a graph, specifically a com-
bination of subgraphs and rails, the particles that serve as the dual-rail encoded qubits (4.1.4)
must evolve over continuous time t according to the Hamiltonian HG(5.1.1), or more specifi-
cally e−iHGt. As described in the following, we then represent the particles’ states using the
wave packets each constructed by a superposition of the plane waves, the eigenstate of this
Hamiltonian.

For convenience, we consider the following wave packet (sinc pulse) as the particle’s state,
which will serve as the dual-rail encoded qubit in Eq. (4.1.4), traveling along any semi-infinite
rail r:

|r〉bq |c〉cq ≡ 1√
L

x0+L−1∑
x=x0

e−iπ
2
x|vrx〉vq |c〉cq =



r

L

vr
x0

vr
x0+L−1

vg(−π/2)−

(c = 0)

r

L

vr
x0

vr
x0+L−1

vg(−π/2)−

(c = 1)

(5.2.1)
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where x0, L ∈ Z and c ∈ {0, 1} (L denotes the wavelength). Here, this wave packet can be
decomposed into the following superposition of the plane waves:

1√
L

x0+L−1∑
x=x0

e−iπ
2
x|vrx〉vq |c〉ci =

∑
x

1√
2π

(∫
dkf(k)e−ik(x−x0)

)
|vrx〉vq |c〉cq (5.2.2)

where Fourier coefficient is defined as

f(k) =

√
2

Lπ

sin
[
L
2

(
k + π

2

)]
k + π

2

. (5.2.3)

Let us show that this wave packet travels the rail with a group velocity defined as

vg

(
−π
2

)
: = E′

(
−π
2

)
= 2. (5.2.4)

where E(k) = 2 cos k from Eq. (5.1.13). The reason for this group velocity is that the wave
packet (5.2.2) evolves over a time interval T = O(L) as

e−iA(r)T

(
1√
L

x0+L−1∑
x=x0

e−iπ
2
x|vrx〉vq |c〉cq

)
(5.2.5)

=
∑
x

(
1√
2π

∫
dkf(k)e−ikx−iE(k)T

)
|vrx〉vq |c〉cq (5.2.6)

=
∑
x

(
1√
2π

∫
dkf(k)e−ikx−ivg(−π

2
)(k+π

2
)T+O(L− 1

2 )

)
|vrx〉vq |c〉cq (5.2.7)

= e−ivg(−π
2
)π
2
T

 1√
L

x0+L−1−vg(−π
2
)T∑

x=x0−vg(−π
2
)T

e−iπ
2
x|vrx〉vq |c〉cq

+O(L− 1
2 ) (5.2.8)

Here, we apply Taylor expansion to the second line as

E(k) = E
(
−π
2

)
+ E′

(
−π
2

)(
k +

π

2

)
+
E′′ (−π

2

)
2!

(
k +

π

2

)2
+
E′′′ (−π

2

)
3!

(
k +

π

2

)3
+ · · ·
(5.2.9)

= vg

(
−π
2

)(
k +

π

2

)
+O

(
L− 3

2

)
(5.2.10)

with approximation the momentum spread as O(1/
√
L) based on the Fourier coefficient f(k).

Note that we can ignore the global phase factor in (5.2.8) because we construct the circuit
to synchronize the propagations of the n+m wave packets as described in Chap. 5.3.

The Fourier coefficient (5.2.3) has a sharp peak at −π/2. As mentioned above, the
roundabout gate supports such a wave packet as describe the next part; the scattering of the

wave packet impinging on the subgraph is dominated by the S-matrix
[
Srj ,rjin ,c(k = −π/2)

]
.
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Figure 5.2: Adjacency matrix of ĜR0 in Eq. (5.2.11). As described below Eq. (5.1.14), the
adjacency matrix comprises four submatrices: B, C, C†, and D.

Roundabout gate We show that each of the following subgraphs demonstrates the func-
tionality of the roundabout gate (see fig. 5.4 for concrete image):

ĜR0 :=

v0

v1
v2

v4 v5

v3
, ĜR1 :=

v0

v1
v2

v4
v5

v3

v6
, ĜR2 :=

v0

v1
v2

v4
v5

v3

v6
. (5.2.11)

Here, consider that each of the three vertices v0, v1, and v2, which are marked white circles, is
connected to a rail through which the wave packet impinges on the subgraph. The incoming
wave packet scatters to another rail, either counter-clockwise or clockwise depending on its
internal states, as described in the following paragraph. Additionally, two types of edges,
components of these subgraphs, represent directed and undirected edges, whose weights as-
sociated with the walk are respectively 1 and i (or −i). For example, adjacency matrices of
a graph consisting of two vertices vj and vj′ and one of the two edges are as follows:

A
vj vj

= |vx′〉〈vx|+ |vx〉〈vx′ |, (5.2.12)

A
vj vj

=
∗

A
vj vj

= i|vx′〉〈vx| − i|vx〉〈vx′ |. (5.2.13)

Now, we determine the S-matrices for the single-particle scattering on the subgraphs
in (5.2.11) to describe that each subgraph functions as the roundabout gate for the wave
packet (5.2.1). We obtain these S-matrices by substituting the adjacency matrices A(ĜR0),
A(ĜR1), or A(ĜR2) into Eq. (5.1.14). Here, the adjacency matrix of ĜR0 for example can be
represented as shown in Fig. 5.2.

Specifically, elements of the S-matrices, i.e., scattering coefficients in Eq.(5.1.2), for the
particle with |0〉ci on the subgraph ĜR0 are given as follows:

S0,r0,r0(k) = S0,r1,r1(k) = S0,r2,r2(k) =
−e4ik

i+ 2i tan k
, (5.2.14)

S0,r1,r0(k) = S0,r2,r1(k) = S0,r0,r2(k) =
−e3ik(eik − i)

2− i cot[k]
, (5.2.15)

S0,r0,r1(k) = S0,r1,r2(k) = S0,r2,r0(k) =
−e3ik(eik + i)

2− i cot[k]
, (5.2.16)
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Figure 5.3: Graphical representation for the momentum dependence of the S-matrix of ĜR0 .

where, r0, r1, and r2 denote rails attached to the vertices respectively v0, v1, and v3 of
the subgraph ĜR0 . We depict the momentum dependence of these scattering coefficients in
Fig. 5.3. Note that the S-matrix for the particle |1〉ci is given by its transposition as proved
in Eq. (5.1.16). Similarly, we obtain elements of the S-matrices for the subgraphs ĜR1 and
ĜR2 as follows:

S0,r0,r0(k) = S0,r1,r1(k) =
−e4ik

i+ 2i tan k
, Sr2,r2,0(k) = e2ikSr0,r0,0(k) (5.2.17)

S0,r1,r0(k) =
−e3ik(eik − i)

2− i cot[k]
, S0,r2,r1(k) = S0,r0,r2(k) = ieikS0,r1,r0(k), (5.2.18)

S0,r0,r1(k) =
−e3ik(eik + i)

2− i cot[k]
, S0,r1,r2(k) = S0,r2,r0(k) = −ieikS0,r0,r1(k). (5.2.19)

The S-matrices indicate that the subgraphs can pass the wave packet to another rail in
a counter-clockwise or clockwise direction with some accuracy, depending on the internal
states. Specifically, an incoming wave packet, located at the distance L on a semi-infinite
rail r0 from the roundabout gate, exits to either r1 or r2 depending on the internal states
respectively |0〉cq or |1〉cq after a time interval T = O(L):

1√
L

2L−1∑
x=L

e−iπ
2
x|vr0x 〉vq |c〉cq

e
−iK

(1)
G

T

−−−−−−→


1√
L

L−1+vg(−π
2
)T∑

x=vg(−π
2
)T

ei
π
2
x|vr1x 〉vq |0〉cq +O(L−1/4) if c = 0

1√
L

L−1+vg(−π
2
)T∑

x=vg(−π
2
)T

|vr2x 〉vq |1〉cq +O(L−1/4) if c = 1

.

(5.2.20)

Here, as in Eq. (5.1.7), the kinetic term K
(1)
G for the particle is defined as

K
(1)
G := AG ⊗ |0〉〈0|cq +A∗

G ⊗ |1〉〈1|cq , AG := A (GRτ ) +
2∑

j=0

A(rj). (5.2.21)
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Figure 5.5: Conceptual image of the implementation for the NOT gate. After passing through
the tunnel, the particle’s internal states change according to (5.2.23).

for τ ∈ {0, 1, 2}. Note that the time evolution of this wave packet, which is constructed from
the superposition of the scattering plane waves (5.1.2), over a continuous time interval t is
obtained by

e−iK
(1)
G t

(
1√
L

2L−1∑
x=L

e−iπ
2
x|vr0x 〉vq |c〉cq

)
= e−iK

(1)
G t

(∫
dkeikLf(k)|scr0(k)〉

)
. (5.2.22)

Additionally, the second term O(L−1/4) in Eq. (5.2.20) is an error caused by the fact that
the incoming wave packet is given by the superposition of the scattering plane waves with
momenta closest to k = −π/2 (see Appendix in [28] for the estimation of this error bound).

NOT gate The NOT gate acting on the internal states may be realized by, for example, a
model resembling a tunnel that generates an external localized field. This tunnel, as depicted
in Fig. 5.5, is set on any rail r and is parametrized by its length l and an external field
h = (hx, hy, hz) ∈ R3.

We can estimate that the evolution of the internal states after passing through the tunnel

is described by e−i(σ·h) l
2 with an error of O(L−1), because the wave packet propagates along

the rail with a velocity of 2 + O(L−1) (see (5.2.7) and (5.2.9)). Here, σ := (σx, σy, σz) is the
Pauli matrices, with each acting on the internal states. Note that the above error will be
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absorbed in the second term in Eq. (5.2.8), the evolution by e−iA(r)T within a time interval
T = O(L).

For example, let us consider the implementation of the NOT gate by selecting parameters
to satisfy (σ · h)l/2 = σx(4n+ 1)π/2 ∈ End(Vcq):

NOTc(r) ≡ |r〉〈r|bq ⊗ e−iσx
4n+1

2
π = |r〉〈r|bq ⊗ (−i)

(
|1〉〈1|cq + |0〉〈0|cq

)
(5.2.23)

where NOTc(r) ∈ End
(
vbq ⊗ vcq

)
. Here, due to the characteristic of the retrieval algorithm,

we can ignore the phase factor −i. Namely, whereas the n + m particles (wave packets)
serving as the bucket with data acquire a phase factor that depends on the address, i.e.,

(−i)
∑n−1

q=0 aq , after the routing process R, this phase factor is eliminated in the subsequent
output process R†.

Controlled NOT gate To implement the CNOT gate (4.2.2), we utilize the head-on scat-
tering along a rail. Here, we choose the interaction strength of the interaction term (5.1.17)
as U = ±4 for bosonic particles (reps. U = ±2 for fermionic) so that the two particles acquire
a phase factor P+(−π

2 ,
π
2 ) = ±i (5.1.18) (resp. P−(−π

2 ,
π
2 ) = ±i (5.1.19)) after the scattering,

as detailed in Sec. 5.1.
To execute the CNOTc,c′(rctrl, rtgt) (4.2.2) between the ith and i′th particles, we use two

tunnels and head-on scatterings as

(|rctrl〉bq′ |c
′〉cq′ )⊗ (|rtgt〉bq |c〉cq) (5.2.24)

Hc(rtgt)−−−−−→ (|rctrl〉bq′ |c
′〉cq′ )⊗

−i√
2

{
|rtgt〉bq

(
|0〉cq + (−1)c|1〉cq

)}
+O(L−1) (5.2.25)

Scat.−−−−−→ (|rctrl〉bq′ |c
′〉cq′ )⊗

−i√
2

{
|rtgt〉bq

(
|0〉cq + (−1)c⊕c′ |1〉cq

)}
+O(L−1/4) (5.2.26)

H†
c (rtgt)−−−−−→ (|rctrl〉bq′ |c

′〉cq′ )⊗ (|rtgt〉bq |c⊕ c′〉cq) +O(L−1/4) (5.2.27)

where c, c′ ∈ {0, 1} and ⊕ denotes exclusive disjunction, i.e., c⊕ c′ ∈ {0, 1}. Here, we define
the Hadamard operation Hc(rtgt) as

Hc(rtgt) := |rtgt〉〈rtgt|bq ⊗
−i√
2

[(
|0〉+ |1〉

)
〈0|cq +

(
|0〉 − |1〉

)
〈1|cq

]
∈ End

(
Vbq ⊗ Vcq

)
(5.2.28)

which may be implemented by the tunnel whose parameters are adjusted to satisfy (σ·h)l/2 =
π(4n + 1)(σx + σy)/2

√
2. The second term of Eq. (5.2.25) represents the error arising from

higher-order contributions to the group velocity as described in the previous part which
discusses the implementation of the NOT gate. Additionally, the term Scat. in Eq. (5.2.26)
denotes head-on scatterings that occur twice, but only when the particles share identical
internal states, specifically |1〉cq and |1〉cq′ . This interaction gives a −1 phase shift. To
achieve these selective scatterings depending on internal states, we utilize the roundabout
gates, as illustrated in Fig. 5.6.

For the convenience of the discussion in the next chapter, let us explicitly describe the time
evolution of the head-on scattering between two wave packets, which occur on a semi-infinite
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rail r of the CNOT gate( −1∑
x=−L

e−iπ
2
x|vrx〉vq′ |1〉cq′

)(
L−1∑
x=0

ei
π
2
x|vrx〉vq |1〉cq

)
(5.2.29)

e−iH
(2)
r T/2

−−−−−−−→ ±i

−(2L+1)∑
x=−L

ei
π
2
x|vrx〉vq′ |1〉cq′

(2L+1∑
x=L

e−iπ
2
x|vrx〉vq |1〉cq

)
+O(L−1/4) (5.2.30)

where H
(2)
r , defined in Eq. (A.2.4), is the Hamiltonian for the two particles on the semi-

infinite rail. Here, the time evolution of the two wave packets, which are constructed from
the superposition of the scattering plane waves (A.2.1), over a continuous time interval t is
obtained by

e−iH
(2)
G t

{( −1∑
x=−L

e−iπ
2
x|vrx〉vq′ |1〉cq′

)(
L−1∑
x=0

ei
π
2
x|vrx〉vq |1〉cq

)}
(5.2.31)

= e−iH
(2)
G t

(∫ ∫
dkqdkq′e

−ikqLf(kq)f(kq′)|sc(2)(kq, kq′)〉
)
, (5.2.32)

where kq (resp. kq′) and f(kq) (resp. f(kq′)) are the momentum and the Fourier coeffi-
cient (5.2.3) for the qth (resp. q′ th) particle. The second term in Eq. (5.2.30) represents
an error from the scattering (see Appendix in [28] for the estimation of this error bound).
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Figure 5.6: Implementation of the selective scatterings Scat. (5.2.26). Roundabout gates
direct blue particles to the vertical rails. As a result, head-on scattering occurs twice only
when both particles have blue internal states.
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Figure 5.7: Implementation of the CNOTc,c′(jctrl, jtgt) (4.2.2). Two wave packets incident
from the left through the rail rctrl and rtgt undergo operations according to Eq. (5.2.25)-
(5.2.27). As described in Sec. 5.3, we adjust the lengths of rails to synchronize the propaga-
tions of all the wave packets, where L is the length of the wave packet.
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5.3 Constructing a circuit with finite rails

In the previous section, we discussed the implementation of the qRAM assuming semi-infinite
rails to consider each scattering independently. However, in this section, we discuss a circuit
construction using finite rails to synchronize the propagation of the n + m wave packets.
The main motivation for the synchronization is to ensure the normal operation of the CNOT
gates, which requires the following two contexts. Note that we give an estimation of the error
due to finite-size effects at the end of this section.

In the first context, the right-hand side of the Hadamard gate (marked with (RHS) in
Fig. 5.7) functions normally only if the wave packet corresponding to the target qubit enters
this Hadamard gate at a specific time, regardless of its color. Namely, if the wave packet,
which is in a superposition of red and blue, enters the Hadamard gate at a specific time
regardless of its color, this wave packet settles into a single state by this Hadamard gate
because its preceding state is written as:∑

x

e−iπ
2
x|vrtgtx 〉vq

( |0〉cq + |1〉cq√
2

)
. (5.3.1)

Here, this wave packet has propagated along different routes as a spatial superposition, de-
pending on its color One state passes through only horizontal rails, while the other state
passes through both horizontal and vertical rails.

As shown in Fig. 5.7, we can satisfy the first context by adjusting the lengths of rails.
Concretely, we set the length of the horizontal rail, through which the red wave packet passes,
as 14L. Here, we assume that the length of the horizontal rails and vertical rails, through
which the blue wave packet passes, as 3L and 4L, respectively. These two lengths assumed
here originate from the single-particle scattering Eq. (5.2.20) (see Fig. 5.4) and two-particle
scattering Eq. (5.2.30) (see Fig. 5.6) (c), respectively (let us discuss the effect of truncating
the infinite rails to such finite rails at the end of this section). Note that the lengths of
the rails, through which the wave packet corresponding to the target qubit passes, are also
adjusted to the same to satisfy the following second context.

In the second context, two wave packets normally obtain the phase factor −1, undergoing
the two-particle head-on scattering on each of the two vertical rails, only if they enter the
vertical rails of the CNOT gate nearly simultaneously. We can satisfy this context by setting
the length of some rails to synchronize the propagation of the n+m wave packets per depth
(step). Concretely, as shown in Fig. 5.7, we set the length of rails corresponding to the qubits
not acted upon by the CNOT gate as 20L. Because the n+m wave packets proceed to the
next depth in the circuit simultaneously, pairs of two wave packets definitely enter the CNOT
gates simultaneously.

Finally, let us estimate an error due to finite-size effects, i.e., the effect of truncating the
infinite rails to the finite, by using the truncation lemma proved by Childs et al. [28]. This
lemma gives the following difference between the two cases of evolution, namely, the time
evolution under the assumption of finite rails and that under semi-infinite rails, within a time
interval T = O(L):

‖
(
e−iHtotT − e−iH̃T

)
|ψ〉‖ = O((n+m)2L−1/4). (5.3.2)

Here, Htot is a total Hamiltonian for the n + m particles on the circuit constructed using
finite rails. Additionally, H̃ is a Hamiltonian under the assumption of the semi-infinite rails.
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Namely, H̃ can be K
(1)

Ĝ
(5.2.21) or H

(2)
r (A.2.4). Depending on the Hamiltonian, the initial

state |ψ〉 should be replaced with the initial state denoted in Eq.(5.2.20) or Eq.(5.2.29).
As a consequence, our implementation of the qRAM can control the error bound ar-

bitrarily by choosing lengths of the wave packet and rails according to the circuit depth
(n log(n + m)) and number of qubits (n + m). Namely, using Eq.(5.3.2) gives us an er-
ror bound of the circuit implementing the retrieval algorithm (as discussed in Chap. 6, this
estimation is almost certainly not optimal):

‖|ψfinal〉 −
∑
a

|r(0,0)〉B|0〉C|a〉A|x(a)〉D〉‖ = O((n+m)3n log(n+m)L−1/4) (5.3.3)

where |Ψfinal〉 is the final state of the n + m wave packets obtained from the end of the
architecture. Here, based on Eq.(5.3.2), we replace the output of the CNOT gate (5.2.27) as

(|rctrl〉bq′ |c
′〉cq′ )⊗ (|rtgt〉bq |c⊕ c′〉cq) +O((n+m)2L−1/4). (5.3.4)

Recall that these n + m qubits pass through O(n log(n + m)) CNOT gates, which are

installed for operators of the controlled coinflippings {X (l−1,w)
C,A } (4.2.7) (the above error

bound in (5.3.3) includes the one caused by the roundabout gates in the shift operators

{S(l−1,w)
B,C } (4.3.4), and NOT gates in the coinflips {X (l,2w+1)

C } (4.4.3), which can also be
estimated by (5.3.2)).

5.4 Universal quantum computer compatible with our qRAM

Let us describe the physical implementation of the universal quantum computation, which
employs the two-level continuous-time quantum walk, making this computation compatible
with our qRAM. Here, we denote the two parallel rails as r2q and r2q+1 through which the
qth of dual-rail encoded qubit (particle) passes.

We implement the computation by combining two types of blocks: a block type 1 and
type 2 (see fig. 5.8). The type 1 is a circuit implementing single-qubit gates and the type 2 is
a circuit implementing controlled phase (CP) gates, each acting on qubits dual-rail encoded
into the wave packets. Here, the CP-gate is defined as

CPd,d′(r2q+1, r2q′+1) = −|r2q+1〉〈r2q+1|bq ⊗ |r2q′+1〉〈r2q′+1|bq′ ∈ End(Vbq ⊗ Vbq′ ). (5.4.1)

Namely, the CP-gate gives a phase factor −1 between the q and q′th particles only if both
qubit values are 1, not 0. Note that we adjust the length of the rails incorporated into these
blocks to synchronize propagations of wave packets serving as the dual-rail encoded qubits.

As in Eq. (4.5.3), each of the single-qubit gates in the type 1 is a combination of the
encoder and decoder, where any unitary transformation acting on the internal states is also
included if this gate is not an identity. The implementation of this gate is explicitly written
as (

XDq

)x(a)
q ≡ Encoder · Ucq ·Decoder (5.4.2)

=
r2qr2q

rr

c c

Decoder Encoder

Ucq

r2q+1r2q+1

(5.4.3)
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Figure 5.8: Circuit for universal quantum computation compatible with our qRAM.

where the unitary transformation Ucq ∈ End(Vcq) may be realized by a tunnel whose length l
and the field h are parametrized properly. First, the decoder converts the dual-rail encoded
qubit into the color state as shown in Eq. (4.5.4). The unitary gate Ucq ∈ End(Vcq) then
changes the color state into another color state, and finally this color state is converted to
the dual-rail encoding qubit by the encoder:

|r′〉bq
(
α′|0〉cq + β′|1〉cq

)
:

encord

c

r

r2q+1

encord

r2q

:
(
α′|r2q〉bq + β′|r2q+1〉bq

)
|0〉cq

(5.4.4)

where we denote the color states changed by Uc as α′|0〉cq + β′|1〉cq (α′, β′ ∈ C) from
α′|0〉cq + β′|1〉cq in Eq. (4.5.4).

As shown in Fig. 5.8, the CP-gate in the type 2 block, e.g., acting on the q- and q′th dual-
rail encoded qubit, is implemented by attaching two vertical rails between the rails 2q+1 and
2q′ + 1 for 0 ≤ q, q′ ≤ m− 1 using four roundabout gates. In this context, the wave packets
whose qubit states are both 1 scatter on the two vertical rails respectively, acquiring the −1
phase shift. Here, to synchronize all wave packets, we adjust the length of the vertical rails,
horizontal rails where these vertical rails are attached, and remaining horizontal rails in the
blocks to 4L, L, and 10L, respectively.

We can also control the error bound arbitrary by choosing length of the wave packet and
rail according to the circuit depth and number of the qubits. Namely, applying Eq. (5.3.2),
we obtain the error bound of the quantum computation by finite size effect as

‖|ψfinal〉 − |ψideal〉‖ = O((n+m)3gL−1/4) (5.4.5)

where g is the circuit depth (or number of blocks), |Ψfinal〉 is the final state obtained from
the right-hand side on the circuit, i.e., combination of the blocks, and |ψideal〉 is the desired
output following the implemented quantum computation (algorithm).
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Chapter 6

Summary and discussion

In this thesis, we have shown an implementation of qRAM along with introducing two kinds of
quantum walks: the discrete-time quantum walk on the full binary tree, and the continuous-
time multi-particle quantum walk with two-level internal states, applicable to either bosonic
or fermionic particles.

Our discrete-time quantum walker, which is utilized for the data retrieval algorithm, moves
to another path (bus) in a counter-clockwise or clockwise direction based on its coin states
(colors) when the walker enters a bus of the tree. The algorithm retrieves a superposition
of O(2n) m-qubit data, requiring only n +m qubit resources allocated to the discrete-time
quantum walker, which serves as a set of address and data registers. By guiding the registers
to the desired memory units via the walker’s coin states, we have eliminated the need for
2n−1 − 1 quantum switches and then any time-dependent control in contrast to the bucket-
brigade process. Namely, our algorithm requires no pre- or post-processing before or after
the retrieval.

Our continuous-time quantum walker, which is utilized for the physical implementation,
has two-level internal states and illustrates the internal state dependence of the scattering
on a subgraph. Using this model, we have derived subgraphs that pass the incident quantum
walker to adjacent rails in the counter-clockwise or clockwise direction, depending on this
walker’s internal states. We have then shown that utilizing these subgraphs, referred to
as the roundabout gates, can implement a qRAM adopting our retrieval algorithm, with
combining operations acting on the internal states of the continuous-time quantum walkers.

Notably, simply passing the n+m wave packets as the continuous-time quantum walkers
through a graph-like architecture automatically completes our retrieval algorithm and outputs
the superposition of O(2n) m-qubit data. Note that the outputs are not entangled with the
architecture. Recall that these n+m wave packets serve as dual-rail encoded qubits, with n
qubits forming the address register and m qubits forming the data register. Additionally, the
architecture is a combination of the rails, subgraphs each demonstrating the functionality of
the roundabout gate, and external localized fields acting on the internal states.

Moreover, we have estimated an error caused by finite-size effects as Eq. (5.3.3) and
stated that our implementation can control such errors with arbitrary precision, potentially
up to O(1), in exchange for the space complexity of the architecture and time complexity
for the data retrieval. Here, this estimation has been based on the discussion presented by
A. M. Childs et al. in the context of universal quantum computation using multi-particle
continuous-time quantum walk [28]. As they stated in the paper, their discussion and thus
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our estimation are almost certainly not as optimal. Namely, we can expect that the trade-off
of both space and time complexities for the error precision would be mitigated compared to
the present estimation. Note that as mentioned in the paragraph for the implementation of
the NOT gate in Sec. 5.2, our estimation includes an error caused by an operation acting on
the internal states.

Additionally, it should be noted that the particles enter a quantum superposition of two
internal states, referred to as the colors red and blue in this thesis, and entangle each other
only in each interval between before and after passing the n + m wave packets to another
rail through the roundabout gate. Namely, after the passing, these internal states are reset
to a specific state corresponding to red. For example, we can see such a process of passing
through the roundabout gates with changing color in Eq.(4.2.3), Eq.(4.3.2), and Eq.(4.4.1),
in order. A similar statement can be made for the universal quantum computation in Sec. 5.4;
the internal state of a particle changes to blue or a superposition of both red and blue only
in each interval between before and after passing the particle through the single-qubit gate,
a combination of the encoder, decoder, and operators acting on the internal states.

The main challenge for the experimental realization of our proposal is the establishment
of directed edges; the subgraphs, which are analogous to the roundabout gate, consist of the
directed edges (5.2.13) in addition to the undirected edges (5.2.12). Recall that the internal-
state dependence of scattering on such subgraphs arises because a particle with the internal
state |0〉cq evolves in continuous time t according to e−iA(G)t (5.1.7), whereas a particle with

|1〉cq evolves according to e−iA∗(G)t (A(G) is the adjacency matrix of the whole graph G). In
this context, a particle must obtain a coefficient (weight) of i or −i associated with a walk
on the directed edge, depending on its internal states and direction of the walk, whereas the
particle obtains no weight on the undirected edge. This challenge may be overcome by the
Aharonov-Casher effect [59, 60].
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Appendix A

Single- and two- particle scattering

We discuss the single-particle scattering on a subgraph and two-particle head-on scattering
along a semi-infinite rail.

A.1 Scattering matrix for a single particle on a subgraph

In this appendix, we derive the following matrix-form equation; solving this equation gives
the relationship (5.1.14) (see [61, 62] for the detailed calculation):(

B(Ĝ) C†(Ĝ)

C(Ĝ) D(Ĝ)

)(
Sm + Im
ΨM−m

)
+

(
eikSm + e−ikIm

0M−m

)
= 2 cos kq

(
Sm + Im
ΨM−m

)
, (A.1.1)

where the subgraph Ĝ has M vertices and the first m vertices are attached to m rails, as
shown in Fig. 5.1. Here, 0M−m is (M −m)× (M −m) zero matrix and Im, Sm, and ΨM−m

are matrices defined using the M vectors

|v0〉vq(= |vr00 〉vq), |v1〉vq(= |vr10 〉vq), · · · , |vm−1〉vq(= |vrm−1

0 〉vq), (A.1.2)

|vm〉vq , |vm+1〉vq , · · · , |vM−1〉vq (A.1.3)

as

Im :=

m−1∑
jin=0

|vjin〉〈vjin |vq ∈ Cm×m, (A.1.4)

Sm := S0(k) =

m−1∑
jin=0

m−1∑
j=0

S0,rj ,rjin (k)|vj〉〈vjin |vq ∈ Cm×m, (A.1.5)

ΨM−m := Ψ0(k) =
m−1∑
jin=0

M−1∑
j=m

Ψ0,rj ,rjin
(k)|vj〉〈vjin |vq ∈ C(M−m)×m, (A.1.6)

where Ψ0(k) ∈ C(M−m)×m contains amplitudes of the bound state in Eq. (5.1.12), which can
be written as

|bdrjin (k)〉 :=
M−1∑
j=m

(
Ψ0,vj ,rjin

|vj〉vq |0〉cq +Ψ1,vj ,rjin
|vj〉vq |1〉cq

)
∈ CM−m. (A.1.7)
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Additionally, the elements B(Ĝ), C(Ĝ), and D(Ĝ) are submatrices of the adjacency matrix
A(Ĝ), which can be written as

B(Ĝ) :=
m−1∑
jin=0

m−1∑
j=0

(
e
iθvj,vjin |vj〉〈vjin |vq + e

−iθvj,vjin |vrjin 〉〈vj |vq
)

∈ End(Cm×m), (A.1.8)

C(Ĝ) :=
m−1∑
jin=0

M−1∑
j=m

(
e
iθvj,vjin |vj〉〈vjin |vq

)
∈ End(C(M−m)×m), (A.1.9)

D(Ĝ) :=

M−1∑
i=m

M−1∑
i′=m

(
eiθvi′ ,vi |vi′〉〈vi|vq + e−iθvi′ ,vi |vi〉〈vi′ |vq

)
∈ End(C(M−m)×(M−m)).

(A.1.10)

Now, let us derive the matrix-form equation (A.1.1). From (5.1.12), (5.1.2) and (5.1.7),
we obtainA(Ĝ) +

m−1∑
j=0

∑
x≥0

(
|vrjx+1〉〈v

rj
x |vq + |vrjx 〉〈vrjx+1|vq

)
m−1∑
j=0

∑
x≥0

δrj ,rjine−ikx +
m−1∑
jin=0

S0,rj ,rjin (k)e
ikx

 |vrjx 〉vq +
M−1∑
i=m

Ψ0,rj ,rjin
(k)|vi〉vq


= 2 cos kq


m−1∑
j=0

∑
x≥0

δrj ,rjine−ikx +
m−1∑
jin=0

S0,rj ,rjin (k)e
ikx

 |vrjx 〉vq +
M−1∑
j=m

Ψ0,rj ,rjin
(k)|vj〉vq


(A.1.11)

where |0〉cq is omitted. Focusing on the states in Eq. (A.1.2) and Eq. (A.1.2) we obtain

A(Ĝ)


m−1∑
j=0

(
δrj ,rjin + S0,rj ,rjin (k)

)
|vj〉vq +

M−1∑
j=m

Ψ0,vj ,rjin
(k)|vj〉vq


+

m−1∑
j=0

(
δrj ,rjine

−ik + S0,rj ,rjin (k)e
ik
)
|vj〉vq

= 2 cos kq


m−1∑
j=0

(
δrj ,rjin + S0,rj ,rjin (k)

)
|vj〉vq +

M−1∑
j=m

Ψ0,vj ,rjin
(k)|vj〉vq

 . (A.1.12)

In conclusion, multiplying 〈vjin |vq from right and taking the sum over the range 0 ≤ jin ≤ m−1
gives Eq. (A.1.1).

A.2 Phase shift through a two-particle head-on scattering along
a rail

In this appendix, we describe that two wave packets characterized by plane waves with
momentum kq ∈ (−π, 0) and kq′ ∈ (0, π) acquire a phase factor by the head-on scattering
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with the same internal state along a semi-infinite rail. The bosonic or fermionic pairs acquire
the phase factor in (5.1.18) or (5.1.19). Concretely, we show that the scattering coefficients

S
(2)
± (kq, kq′) of the following plane wave are equal to these phase factors:

|sc(2)(kq, kq′)〉 :=
∑
xq ,xq′

ψ
(2)
± (xq, xq′ ; kq, kq′)|vxq〉vq |vxq′ 〉vq′ , (A.2.1)

ψ
(2)
± (xq, xq′ ; kq, kq′) :=


eikqxq+ikq′xq′ ± S

(2)
± (kq, kq′)e

ikq′xq+ikqxq′ (xq < xq′)
1
2(1± 1)

(
eikqx+ikq′x + S

(2)
+ (kq, kq′)e

ikq′x+ikqx
)

(xq = xq′ = x)

S
(2)
± (kq, kq′)e

ikq′xq+ikqxq′ ± eikqxq+ikq′xq′ (xq > xq′)

.

(A.2.2)

Here, the + (resp. −) sign corresponds to the bosonic (resp. fermionic) pairs, which are
symmetric (resp. antisymmetric) under the particle exchange. Note that the above plane
wave satisfies the following two facts. The first is the conservation total of momentum kq+kq′

and energy 2(cos kq + cos kq′). The second is the limitation of the interactions to the on-site
(resp. nearest-neighbor) for the bosonic (resp. fermionic).

Concretely, we can determine the scattering coefficient S
(2)
± (kq, kq′) by solving the follow-

ing Schrödinger equation:

〈vxq |vq〈vxq′ |vq′HG|sc(2)(kq, kq′)〉 = 2(cos kq + cos kq′)〈vxq |vq〈vxq′ |vq′ |sc
(2)(kq, kq′)〉. (A.2.3)

Focusing only on the two particles along the semi-infinite rail, we can alter the Hamiltonian
HG as

H(2)
r =

∑
x

(
|vx+1〉〈vx|vq + |vx〉〈vx+1|vq

)
⊗ Ivq′

+ Ivq ⊗
∑
x

(
|vx+1〉〈vx|vq′ + |vx〉〈vx+1|vq′

)
+ UG (A.2.4)

where Ivq and Ivq′ are the identities. From (A.2.2) and (A.2.4), we obtain the following
equations

ψ
(2)
+ (x, x+ 1; kq, kq′) + ψ

(2)
+ (x− 1, x; kq, kq′)

+ ψ
(2)
+ (x, x+ 1; kq, kq′) + ψ

(2)
+ (x, x− 1; kq, kq′) + uψ

(2)
+ (x, x; kq, kq′)

= 2(cos kq + cos kq′)ψ
(2)
+ (x, x; kq, kq′) (A.2.5)

for the bosonic pairs and

ψ
(2)
± (x− 1, x+ 1; kq, kq′) + ψ

(2)
± (x, x+ 2; kq, kq′) + uψ

(2)
± (x, x+ 1; kq, kq′)

= 2(cos kq + cos kq′)ψ
(2)
+ (x, x+ 1; kq, kq′) (A.2.6)

for the fermionic pairs.
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