Optimizing Utilization of Memory Hierarchy
Based on Code Motion

a— FBENZHS < A D A @il

by
Yasunobu Sumikawa

Submitted to the Graduate School of Science and Technology
in partial fulfillment of the requirements for
the degree of Doctor of Science

Tokyo University of Science
2015



Abstract

Access speed to main memory is much slower than processor speed. In order
to reduce the number of accesses to memory, most modern processors have
some registers and cache memories that are much faster than main mem-
ory. To use such registers and cache memories effectively, many researchers
have proposed several code optimization techniques that promote their uti-
lization. However, because the gap between processor and main memory
access speed is growing, and such gap is likely to increase in the future, the
importance of solving this issue is also increasing. That is, we have to de-
velop more sophisticated code optimization techniques for the effective use
of registers and cache memories.

In this thesis, we propose four new techniques for decreasing the number
of references from the processor to the cache memory, and from the cache
memory to the main memory. One of these techniques is an extension of
the traditional partial redundancy elimination (PRE) that removes redun-
dant expressions, and the other techniques are types of optimization tech-
niques based on PRE. A brief description follows. First, we propose effective
demand-driven PRE (EDDPRE) that improves analysis efficiency without
sacrificing the effectiveness of the traditional PRE. Second, we propose PRE-
based scalar replacement (PRESR) that removes array references that are
redundant over loop iterations. As EDDPRE and PRESR remove redun-
dant array references by replacing them with temporary variables, these
techniques increase the number of used registers, rather than cache/main
memory, because the data referred by arrays are stored on the main mem-
ory, whereas the data from temporary variables can be stored in registers.
Finally, we propose global load instruction aggregation (GLIA) that improves
the spatial locality of memory by making accesses to the same array con-
tinuous, so that suppressing cache misses. Furthermore, we extend GLIA
to manage multidimensional arrays that can be regarded as arrays of lower
dimensional arrays, and we call the extended GLIA multidimensional GLIA
(MDGLIA). MDGLIA continuously aggregates the array references with the
most similar indexes in the highest dimensions, even if they are not identical.
GLIA and MDGLIA decrease the number of cache misses, thus preventing
access to the main memory.

We implement our techniques in a COINS compiler and evaluate them



with the standard performance evaluation corporation (SPEC) benchmark
programs. The experiment results show that EDDPRE improves analysis
efficiency by about 50% on average. PRESR improves execution efficiency
by about 2% on average. GLIA and MDGLIA decrease cache misses in
many programs.

The effective utilization of registers and cache memories achieved by
these techniques result in the efficient execution of object code.

Keywords: memory hierarchy, compiler, code optimization, data-flow

analysis, code motion, partial redundancy elimination, scalar replacement,
cache optimization

ii



Acknowledgements

To express my gratitude, I write acknowledgements in Japanese.

MR PET HI2H2Y, LR 2 £ LR TR O 3 41
DEF5FM, Z< OB MERCTZRY E L. ZO5EM, B Ko ITHR
AZHETICE LA S L0, L THEOFEFL LWHEWIC
BEh, MIREZTITZDDLEZRLEZTICOVWTHERHELEZZL DI
WL TWeZEE L, BEIHERXELTERNIEL LN TELDIE, &
HROBINIRADBETISWET. T2 THREHHP L LT £

EPELIREEN D O 5 FMFFE L T2 S o TAR R AR < G
LET. Jediid, ERERANEFRHIHTR L Tz & & 220 HHICHIRER
P ITHAY U TEHRBER 2 OMIR L IR 21T 9 BREAEZ T EE Y, o
RTOMam ClIBREIAENZR A X W& E L, £, L2175
72DIZIT 1 DD Z & ZBRT L7200 Tl < MRIRWVERR Z 575 2 & DA RFEZ)
b&, RFETHRESN TV DMRECMERICANBIMNTE L L HI2TXH
BLTWEEEELE, 20T, JEREEMCEFMEZIT OB b E
Eh, HMAOZEHESILNTE, ASICHKRD ZEPERITHATY
DIELEFERTHIENTEELL. AL LTEI LIz ARARYSITRL
S THRIEHITH > 12D b FAEDIRIN RO BT T FbEAED LD
ISR THIMERINE 2 TE DHEF TN LIS, ThhbbRIATHE
TN EBRWET. REZHY AL S TEVE L.

I, BIELO, BERXOFEEEZGIEZIT TWZEE L, REE
2P, RIREFREA, BAEBEAE, KMEEAGA, 18I0 2 e Al
FLH L BEFEF. eI, M e Bl L T oRHEE LT Zs
D, BENKED L, MERRIA~OFRER A P EIT TFRICR-T2) &
WO ETHIELWEBEELZWELEEE L., IO AFEEL IR RESE
LD IR EZED TNWEET. HUNRE S TINELTL.

K70, RIEHEAICER T 24 F RS, BOEED L ENLE
T 22 Ll L T EE oo R FOAEERAL, KEFEEIDA L
N—ERRICRSEHE L X, REOBIZBMNT L5 L THEOL S 1y
JEWARZ G, BHGmLT 077 IV EHOERmRE WoTloa 1T 0
WHIEZAT 5 T2 DIFEIGH & 72 D82 OB LMo S PS5 2 LN TE
FL7Z. Zhd, EROFEFIZONPIRTVWEHIZE T, HLVWHNATDH
T2 Z L REHAED D Z LN TEBNT T, £, BAEYEL
TWIIERERERIORZET, E5 TRV o1, #ENRT v T T
VT EBELVWEBZDREL TEDLONTOVWTHRAEIHKRSE TV

iii



TFELE. IhblE, FAENT vV 7 I T EFESTHIT 23 DS
ZFETN, BITHRRERT, Tu 7T I VIR AR R OR L S B2 E D
NDHEIITHEY £9. RYIZHYNES TS NE L.

FARBCERI OFAD & X\ CAEFIRD THE A LT R X, (ELERE)
SIEFWAL PRSI R T 27200 T A2 LT F S o B ER R E T
AR O BRI IS L 3. REOE IREKTIE, FH3EOHK
260K TAEXORICE 2 TRATENE2 B E 2, SEOEKOH 5H%
Bt b R EET-NEERETHEIIR>TWE LD, FROBELRERETO
MIRANBEEZBEL TR E, a— REbIZ O W THRRTLIELZED T
BWE L. ZORENTEIND NTHIEREN 21T 5 H1D TOBE T LN,
BB TETHLhNDRT oz, BREWNTT R EE-oThbx, & T
HIELN-T- T, £72, AE0Y I TRALMS TR LAIL, BE
HEOTWAHMIELEBICBEBRLTREY, 2O DONEER I SR E i &
XXV OLEEDIRELZBNVH L TWET. BHUR SHRE L EN T ES
LCLED, BoREH>TZINELE.

L% HOTERR R FEA~NE N T N - BIREHRO KA ETT, RO
EARMIEED A L R—% G, ZHETICEL OFEFL LWAEICHES =
EMTEELE., RFERETOAEFRIIMMTHS & LSBEETR, ANRED
KO LA Z L EHY FHATLE. 2N bEREE HEIZEAT Y BRI
T<ETI 7Ly vaPNTEEBNTTT. E98b0NEH> T8N ELE.
I HEIFLALSBEWERLET.

REIC, HETATTHNTHY, FICEENSOHSITITEEZEE S &
HLARWELE, FRCITEIL <, FRCIFE LS XA/ T ES ozl e, /b
SWVENSUIREREE L T RIS L E . R¥EZ2ZRELLELEKRT
BEEDHETZ 25 LT o L FoTWDIT, 0 3 4L DRI RKEFEFE~D i
FICEREF 2D L&, EHAESSTEABELTHLLWE LR, K¥E
TOEFIIAYGITELL T, ZOHEEEDDZENTETEN-ZTT. 1#
THYERRICEFZ L T DIEbEVEEZRETICVE LD, Zanbidsl
FTHE L TVEZWVWDT, WHOETHITRIZEI LTS 7ZE0,

2015 4 1 A
)R

v



Contents

List of Figures

List of Tables

1 Introduction

1.1
1.2
1.3
1.4
1.5

Motivation . . . . . ... L
Memory Hierarchy . . . . .. . ... ... ... ... .....
Removing Redundant Expressions . . . .. .. .. ... ...
Contribution . . . . . ... ... L
Thesis Organization . . . . . .. .. .. .. ... ... ....

2 Background

2.1

2.2

Preliminaries . . . . . . . ..o oo
2.1.1 Program Representation . . . . . ... ... ... ...
2.1.2  Control Flow Graph . . . . ... ... ... ... ...
2.1.3 Data-flow Analysis . . . . ... ... ... ... ....
2.1.4  Static Single Assignment Form . . . . ... ... ...
Fundamental Code Optimization Techniques . . . .. .. ..
2.2.1 Global Value Numbering . . . . . . .. ... ... ...
2.2.2  Common Sub-expression Elimination . . . . . . . . ..
2.2.3 Loop Invariant Code Motion . . . . ... .. .. ...
2.2.4 Partial Redundancy Elimination . . ... .. ... ..

3 Effective Demand-driven PRE

3.1
3.2
3.3

3.4
3.5
3.6

Motivation . . . . .. ..o
PRE Based on Query Propagation . . . .. .. ... ... ..
Effective Demand-driven PRE . . . . . . ... ... ... ...
3.3.1 Algorithm Overview . . . . ... ... ... ......
3.3.2  Optimistic Global Value Numbering . . . . ... ...
3.3.3 Query Propagation . . . . .. ... ... ... ...
Experimental Results . . . . . . .. ... ... 0 L.
Related Work . . . . . . . .o

Summary . ...

vii

14
14
14
14
16
19
20
21
23
23
24



4 Demand-driven Scalar Replacement
4.1 Motivation . . . . ...
4.2 Related Work . . . . . . . ..o
4.2.1 Scalar Replacement . . . . ... .. ... ... ....
4.2.2 Register Promotion. . . . . ... ... ... ... ..
4.3 Array Reference Representation . . . . . . ... .. ... ...
4.4 Demand-driven Scalar Replacement . . . ... ... ... ..
4.4.1 Value Numbering for Array References . . . . . . . ..
4.4.2 Redundancy Removal over Iteration . . .. .. .. ..
4.5 Experimental Results . . . . . . ... ... 0oL
4.6 SUMMATY . . . v v vt e e e e

5 Global Load Instruction Aggregation
5.1 Motivation . . .. ...
5.2 Related Work . . . . . .. ...
5.2.1 Cache Optimization . . . .. ... ... ... .....
5.2.2 Removing Redundant Expressions . . . .. ... ...
5.3 Background . . .. ... oo
5.3.1 Program Representation . . . . . .. . ... ... ...
5.3.2 Lazy Code Motion . . . . ... ... ... .......
5.4 Array Reference Aggregation . . . . ... ... ... .....
5.4.1 Local Properties . . . .. . ... ... ... ... ...
5.4.2 Modified Global Properties . . . ... ... ... ...
5.4.3 Application to the Entire Program . . . . . .. .. ..
5.5 Experimental Results. . . . . . ... ... ... .. ......
5.6 Summary . ...

6 Conclusion and Future Direction
6.1 Summary of Contributions . . . . . . . ... ... ... ....
6.2 Future Direction . . . . . . . . . . .. ... ...

vi



List of Figures

1.1
1.2
1.3
1.4
1.5
1.6

1.7

1.8

1.9

1.10

2.1

2.2

2.3
2.4

2.5

2.6

Memory hierarchy. . . . . . . .. .. oo
Jacobi’s stencil solver. . . . . .. ..o
Example of removing redundant expressions over iteration.
(a) Original code. (b) A result of scalar replacement. . . . . .
Removing redundant expressions. (a) Original code. (b) Re-
sult of removing redundancy. . . . . ... ... ... ... ..
Using PRE to remove partially redundant expression. (a)
Original code. (b) Result of PRE. . . . ... ... ... ...
Propagating a query for a[i] by EDDPRE. (a) Original pro-
gram. (b) Query propagation. . . . . ... ... ... ...,
(a) Result of query propagation shown in Fig. 1.6. (b) Trans-
lating the original program. . . . . . .. .. ... ...
Query propagation of PRESR. (a) Original program. (b)
Query propagation. (c) Result of query propagation. (d)
Result of translating the original program. . . . . . .. .. ..
Motivation example of GLIA. This figure represents that ex-
ecution b[i] expels the reference data of a[i] and a[i+1]
from the cache memory because the execution results in cache

(a) Original code. (b) An example CFG of the code. Each
node corresponds to a basic block. . . . ... ... ... ...
Removing critical edge. (a) Original code. (b) After removing
the critical edge and applying PRE. . . . .. ... ... ...
An example code for constant propagation. . . ... ... ..
An example of SSA form. (a) Normal form code. (b) SSA
formcode. . . . . ...
Assigning value numbers. (a) Original code. (b) After value
numbering. The numbers with ”[]” represent the value num-
bers of the corresponding expressions. . . . . . ... ... ..
Effectiveness of GVN. (a) Original code represented in a CFG.
(b) Result of applying GVN on a dominance tree. The labels
of the tree correspond to the CFG. . . . . ... ... ... ..

vil

9



2.7

2.8

2.9

2.10

2.11
2.12

3.1

3.2

3.3

3.4

3.5

4.1

4.2

4.3

4.4

4.5

5.1
5.2

5.3
5.4
9.5

Effectiveness of CSE. (a) Original code. (b) Result of apply-

Effectiveness of LICM. (a) Original code. (b) Result of ap-
plying LICM. . . . .. . ... .
Effectiveness of PRE. (a) Original code. (b) Result of apply-
g PRE. . . o oo
Motivation example of LCM. (a) Original code. (b) down-
safety of al[i] . . . . . . . . oL
Insertion candidates. (a) Farliest. (b) Latest. . . . . . . ...
Translated program. (a) Isolate. (b) Result of applying LCM.

Effect of PREQP’s removing redundant expression and ap-
plying copy propagation. (a) Original program. (b) After
removing xy+1 at Node 3. . . . . . ... .. .o
Effect of PREQP’s query propagation. (a) Example of prop-
agating a query. (b) Result program of applying PREQP
Proof of equality between traversals of topological sorted dom-
inance tree in depth-first and left-first search and a topologi-
cally sorted CFG. We assume 2 <k <r. . ..........
Effect of optimistic value numbering. (a) Original program.

(b) A result of GVN that is carried out on the dominator tree.

Effect of EDDPRE’s query propagation. (a) Original pro-
gram. (b) A result program. . . . . .. ... ... ... ...

Effect of PRESR. (a) Original program. (b) After applying

An example program after attaching versions for arrays. When
PRESR propagates a query for ag[i;], its attached version
is changed by using arrayVersion, as displayed in Table 4.1. .
Resulting program after applying PRESR to Fig. 4.2. .
Effect of PRESR. (a) Original program. (b) After applying

Ratio of analyzing costs, compared with exhaustive style of
PRE. . .

An example of a cache miss that is a target of MDGLIA.
Effectiveness of MDGLIA. (a) Original code. (b) Result of
applying MDGLIA. . . . . . . ... ... ... ... ......

Code motions of LCM. (a) Hoisting expressions. (b) Delaying.

Result of applying LCM to Fig. 5.3(a).. . . . ... ... ...
Speculative code motion. (a) Original code. (b) Moving array
reference, not satisfying down-safety. . . . . . . . ... .. ..

viii

23

24

25

28

29
30

33

34

39

40

45

54

99

59

62

66

68
69
72
72

76



5.6

5.7

5.8

5.9
5.10

5.11

Effectiveness of extending UpSafe. (a) Result of computing
data-flow equations to move a[k] [1] at Node 5. (b) Result
of moving the array reference. . . . . . . . ... ... ... ..
Computing closeness of each addresses of a[i] [1] at Node 4
and Delayed. . . . . . . . ...
Preserving unnecessary code motion. (a) Original code. (b)
Result of applying exhausive analysis version of MDGLIA to
ali+1]. (c¢) Result of applying demand-driven style MDGLIA
toaldi+1]. . . . . . .
Decrease rate of cache misses. . . . . . . .. .. ... ... ..
Difference of an insertion point for a[i] [j+1]. (a) Original
code. (b) Result of applying LCM-MEM. (c) Result of ap-
plying GLIA. (d) Result of applying MDGLIA. . . ... ...
The decrease ratio of L2 cache miss for GLIA, MDGLIA,
USGLIA, and USMDGLIA to the cache miss for LCM-MEM.

X

84

85



List of Tables

3.1
3.2
3.3
3.4

4.1
4.2
4.3

5.1
5.2
5.3
5.4
2.5

5.6

Execution time of objective code . . . . . . ... ... ... 49
Analysis time . . . . . . ... L 49
The time of query propagation . . . .. .. .. ... ..... 50
The number of nodes which query propagated . . . . . . . .. 50
arrayVersions from Fig. 4.2 . . . .. ..o 59
Results of execution time . . . . . ... ... ... ... .. 65
Results of the dynamic number of load statement . . . . . . . 65
System parameters of cache memories . . . . . ... .. ... 82
The number of DCache Repl . . . . .. .. ... ... .... 83
The number of L2 Lines Out . . . . . ... .. ... ..... 83
The number of register spills . . . . .. .. .. ... ... .. 84

The number of L2 cache miss of USGLIA and USMDGLIA,
and the cache miss ratio of them to the cache miss for GLIA
and MDGLIA . . . . . . .. ... ... .. ... 86
The number of aggregated array references under keepOrder
and keepDimension in speculative/not speculative code motion 86



Chapter 1

Introduction

1.1 Motivation

When we execute a program described in a high-level programming lan-
guage, the program has to be processed by the own processor of the lan-
guage, such as an interpreter or a compiler. If programmers’ main concern
is execution efficiency, for example, the program is expected for product use,
the compiler should be used for applying code optimizations to the program
partially or totally to transform it into efficient one. In particular, because
optimizing compilers apply several code optimizations to a program, they
generate extremely efficient code for the machine where the program is ex-
ecuted.

Initial compilers could only apply limited code optimizations to a pro-
gram; therefore, in many cases, the code directly described in the machine
code by expert programmers was more efficient than generated by compilers.
However, as the size of each program increases, it has been difficult for pro-
grammers to manually create machine code considering the entire program,
whereas improving a lot of code optimization techniques based on global
information has made compilers requisite items for programmers.

Since the 1960s, many researchers have proposed several optimization
techniques for optimizing compilers. These researchers’ efforts primarily
focused on solving the issue of the main memory’s access speed functioning
much slower than the processor’s speed. In order to reduce the number of
accesses to the main memory, modern processors have a set of registers that
work as fast as processors. Modern processors also have cache memories
that are much faster than the main memory though they are slower than
the registers.

Most compilers apply two optimization techniques for the effective use of
registers, register promotion and register allocation. Register promotion re-
places variables declared by users with virtual registers. On the other hand,
register allocation tries to allocate the virtual registers to as many physi-
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cal registers as possible. Notice here that virtual registers have the same
properties as physical registers except that the number of virtual registers is
infinite, corresponding to temporary variables generated inside a compiler.
In general, unlike virtual registers, user-declared variables may be modified
through side effects; therefore, they should be allocated in the main mem-
ory. A simple way to replace variables with virtual registers is to pick up
variables with no side effects, and then to replace them. This way enables
totally replacing the variables with the virtual register, but the number of
them is restricted. In order to handle variables with side effects, there is
the way to replace redundant load instructions with temporary variables
holding a result of preceding load instructions that access the same memory
locations and load the same value.

For the effective use of cache memory, it is important to continuously
access memory locations whose copies exist in cache memory simultaneously.
Therefore, to continuously access contiguous memory locations, it is popular
to transform index of array references inside a loop.

Although many researchers have tried to solve the issue, the gap between
processor and main memory access speed is, unfortunately, growing. That
is, the percentage of the time required to access the main memory in the
execution time of program become increasing year by year; therefore, solving
the issue is becoming more important.

This thesis presents new techniques that utilize code motion to more
effectively handle the use of the registers and cache memory. Code motion
is a technique for program transformation that moves expressions or state-
ments to suitable points in a program. Techniques based on code motion can
be categorized into heuristic approaches and data-flow analysis approaches.
Heuristic approaches are used in cases where code motion simply leads to
the improvement of the performance of a program (for example, paralleliz-
ing instructions), whereas data-flow analysis approaches are used in cases
in which code motion is utilized depending on the global conditions of a
program such as removing redundant expressions. To remove partially re-
dundant expressions that are redundant on some execution paths, many
code motion techniques based on the data-flow analysis have been proposed
since 1980s. Our approach also uses a data-flow analysis-based code motion
in order to remove redundant load instructions or aggregate array refer-
ences to the same array or the same higher-dimensions of the same array.
These techniques contribute to promoting user declared variables to virtual
registers and decreasing cache misses.

In the remainder of this chapter, we summarize the memory hierarchy of
which we improve utilization and the approach adopted for the improvement.
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Smaller Faster
N\ 2\

Register

/ Level 1 cache \
/ Level 2 cache \

/ Level 3 cache \
/ Main memory \

A4 A4
Bigger Slower

Figure 1.1: Memory hierarchy.

1.2 Memory Hierarchy

A computer needs memory to retain a program and the data for the exe-
cution of the program. In general, a computer uses three kinds of memory:
register, cache memory, and main memory. These three kinds of memories
are used hierarchically to make the memory system fast and scalable. This
structure of several memories is called the memory hierarchy. As shown in
Fig. 1.1, there is a trade-off between speed and size in the memory hierarchy.
The feature of each type of memory is summarized as follows:

Register is the fastest type of memory, but the bigger it is, the more ex-
pensive its production costs. Therefore, most CPUs have just a small
set, of register.

Cache memory is used to store copies of data that are frequently accessed
from the main memory. It works as fast as the register if accessed data
is included in it; otherwise, it is necessary to access main memory to
copy the data. In terms of efficiency and size, it is medium. The
middle layer for cache memory can consist of several caches as sub-
layers. The lower level caches are relatively slower, although they are
allowed to be larger in size.

Main memory is the slowest kind of memory in the memory hierarchy
although it is the biggest. Once the memory is accesses, the CPU
stalls; therefore, memory access remarkably decreases the execution
efficiency of a program.
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The memory hierarchy enhances the efficient utilization of different types
of memory based on the principle of locality [44]. Locality is categorized into
two basic varieties: temporal locality and spatial locality.

Temporal locality. If a memory location is accessed, it tends to be ac-
cessed again in the near future.

Spatial locality. If a memory location is accessed, other data around it
tends to be used in several parts of the program.

Whenever the processor needs data at a location x in the main memory;,
the cache memory is checked first to determine whether it stores a copy
of the data. If the data is found in the cache memory, it can be obtained
without any main memory access; otherwise, the processor fetches the data
around x from the main memory and places them in the cache memory so
that it can be available for subsequent accesses. The former case is called
a cache hit; and in contrast, the latter case is called cache miss. If a cache
miss occurs, the access to x not only causes a significant delay to fetch the
data around x in the main memory, but also to remove the old data from
the cache memory. Thus, the key points for improving execution efficiency
are to 1) increase the use of registers, and 2) decrease the number of cache
misses.

1.3 Removing Redundant Expressions

Redundant expressions are executed in various kinds of practical programs,
such as computations of the offsets of array references, calculating Fibonacci
numbers, multiplying matrices, and using the stencil solver. Further, about
half of the load instructions in SPEC’s Benchmark, which is one of the
most popular benchmarks to confirm improvement of techniques in the code
motion research field, can be removed as they are redundant [7].

Example.

Figure 1.2 shows the pseudo code for Jacobi’s stencil solver. Consider
the two array references a[i] [j-1] and a[i] [j]. For the first iteration of
the inner-loop (j=1), these array references execute a[i] [0] and a[i] [1],
respectively. For the second iteration (j=2), they execute al[il [1] and
a[i] [2], respectively. That is, a[i] [j-1] references the data that is re-
ferred to by al[i] [j] in the previous iteration; therefore, a[i] [j-1] is re-
dundant. In addition, a[i] [j] and a[i-1] [j] are redundant because these
referenced data are already referred in the previous iteration of the outer
loop by ali+1] [j] and a[i] [j], respectively.

End of Example.
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for(i=1;i<N;i++){
for(j=1;j<N;j++){
T[i][]j] = @.2*(a[i][j]+a[i-1][]]+
ali+1][jl+a[i][J-1]+a[i][]+1]);

Figure 1.2: Jacobi’s stencil solver.

t=afe];
while(i<N){
t=a[i];
while(i<N){ sum+=t+1’;
sum+=a[i]+a[i-1]; i++;
i++; t’=t;

(a) (b)

Figure 1.3: Example of removing redundant expressions over iteration. (a)
Original code. (b) A result of scalar replacement.

Removing array references that are redundant over iterations is called
scalar replacement. We show how traditional scalar replacement removes
the redundant array reference with a simple program shown in Fig. 1.3.

Example.

The array reference, a[i-1] in Fig. 1.3 (a), is redundant because the
reference data is referred by al[i] in the previous iteration. To remove the
redundant array reference, traditional scalar replacement introduces a new
temporary variable t for holding the value of a[i], and inserts t’=a[0]
before the loop and t’=t at the exit of the loop body. Finally, a[i-1] can
be replaced with t’ because t’ has an initial value of a[i-1], otherwise, the
temporary variable holds the value of t for the next iteration. The result of
this translation is shown in Fig. 1.3 (b).

End of Example.
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Figure 1.4: Removing redundant expressions. (a) Original code. (b) Result
of removing redundancy.

Removing redundant expressions is an important technique for improv-
ing execution efficiency because it can shorten the critical path or reduce
the necessity of using hardware. Furthermore, removing redundant memory
references is a critical technique because it reduces the number of refer-
ences for cache and main memory. This thesis presents a demand-driven
scalar replacement based on partial redundancy elimination (PRE) that is
one technique for removing redundancy. In addition, we extend PRE to
decrease the number of cache misses. In the remainder of this section, we
show how redundant expressions are removed by PRE.

Example.

Consider the two statements that contain a[i] in Fig. 1.4 (a). The
values of the operand variable i and a[i] are the same because there is no
variable definition or store statement between the statements; therefore, the
right-hand side of the statement y=a[i] is redundant. This expression can
be removed by substituting the value referred to by the preceding expression;
that is, the redundant expression can be removed by substituting x in the
left-hand side of the preceding statement as shown in Fig. 1.4 (b).

End of Example.

If a program contains some branch instructions, the preceding instruc-
tions are not always executed. In this case, even if some expressions are
redundant on specific execution paths, they may not be removed as in the
case of previous example.

Example.

Consider an expression a[i] in line 6 in Fig. 1.5 (a). If the condition
of the if statement is true, the expression is redundant; otherwise, it is not.
An expression that is redundant on some, but not all, execution paths is
called partially redundant.

End of Example.

PRE makes partially redundant expression fully redundant by inserting
expressions.
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if(...)q

t=a[i];
1: if(...){ x=t;
2: x=a[i]; telse{
3: }else{ ce
4: ... t=al[i];
5: } }
6: y=a[i]; y=t;

(a) (b)

Figure 1.5: Using PRE to remove partially redundant expression. (a) Orig-
inal code. (b) Result of PRE.

Example.

In Fig. 1.5 (a), PRE inserts statement t=a[i] into then and else parts
as shown in Fig. 1.5 (b); therefore, the partially redundant a[i] becomes
fully redundant. Finally, all the fully redundant expressions can be removed
by replacing them with t, which results in a program as shown in Fig. 1.5
(b).

End of Example.

1.4 Contribution

To improve the efficient utilization of the memory hierarchy, we propose
three new optimization techniques based on PRE, PRFE-based scalar re-
placement (PRESR) [76], global load instruction aggregation (GLIA) [77],
and multidimensional GLIA (MDGLIA) [79]. Furthermore, in order to en-
hance effectiveness of these PRE based techniques, we propose a new PRE
technique effective demand-driven PRE (EDDPRE) [78] that is based on
demand-driven data-flow analysis.
The contribution details of this thesis are as follows:

e Development of effective query propagation for removing re-
dundant array references.

Traditional PRE and scalar replacement require the iterative applica-
tions of their entire algorithm for removing all redundant expressions.
Regarding PRE, because it detects redundant expressions based on
their lexical equality, removing lexically different expressions with the
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i=a[k];

i=a[k]; j=1i;
j=i; ax=alils
x=al[jl; -:" l'F(){
if(...){ 5 y=blil;

y=b[i]; o Jelsed
}else{ : 1++; G.“

i++; ., } o
} Isthevalueof * z=a[i]; Isthe value of
z=a[i]; ali] redundant? ali] redundant?

(a) (b)

Figure 1.6: Propagating a query for a[i] by EDDPRE. (a) Original pro-
gram. (b) Query propagation.

same value requires the iterative applications of PRE and copy prop-
agation, as explained detail in Chapter 3. Regarding scalar replace-
ment, traditional techniques are applied to each nest-level in a nested
loop; therefore, if an array reference can be found to be redundant
by analyzing some nest-level at a time, traditional techniques need
to be applied iteratively. In contrast, EDDPRE and PRESR can re-
move redundant array references by only once application. For each
array reference, these techniques backwardly propagate a query that
can detect redundant array references by checking whether the value
of the array reference is redundant or not even if they are lexically
different. This is achieved by applying global value numbering (GVN)
that assigns value numbers to all array reference. If some array refer-
ences generate the same value, GVN assigns the same value number to
the array references; therefore, GVN finds redundant array references,
leading to the disuse of copy propagation. Our GVN creates two kinds
of occurred value numbers table at each control flow graph (CFG) node
in order to suppress unnecessary query propagation. EDDPRE and
PRESR propagate queries that check occurrence of the value number
of inquired array references on CFG of the program independent of its
structure.

Example.

Consider the array reference a[i] in Fig. 1.6 (a). Because the values of
i and j are same on a path through the then part, the array reference
is redundant on the path. On the other hand, these values are different
from each other on another path through the else part; therefore, the
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i=a[k];
J=1;
i=a[k]; x=a[Jj];
j=i;‘ if(...?{
X;?[J];{ y=b[i];
L oif(... t=x;
e 2 ysblil; yelse{
S Jelse{ i++;
gnu , 1++;;} Ealse } t=a[i];
z=a[i]; z=t;

(a) (b)

Figure 1.7: (a) Result of query propagation shown in Fig. 1.6. (b) Trans-
lating the original program.

array reference is not redundant on the path. That is, a[i] is partially
redundant. EDDPRE backwardly propagates a query ”Is the value of
ali] redundant?”, as shown in Fig. 1.6 (b). Considering a query
that is propagated to the then part, it is further propagated before
the if statement, and then, it gets an answer true because it can
find that the value of a[j] is same as the inquired array reference’s
value. Considering a query propagated to the else part, the query can
get an answer false without propagating it before the if statement
because there is no occurrence of value until before the a[i]. These
results are returned backed to the a[i], as shown in Fig. 1.7 (a).
Using these results, EDDPRE finds that a[i] is partially redundant;
therefore, it inserts a[i] into the else part. Finally, EDDPRE replaces
the inquired a[i] with newly introduced an introduced temporary
variable, as shown in Fig. 1.7 (b).

End of Example.

e Decreasing the number of references from processor to cache
memory based on effective demand-driven analysis.

Removing redundant array references promotes memory references to
register references, which means that it promotes even cache references
to register references. This is achieved by EDDPRE and PRESR.
These techniques remove redundant array references included in an it-
eration of a loop. In addition, PRESR can also remove array references
that are redundant over iterations.
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©C., Isthe value of

Rl ‘5 ali-1] redundant?
while(i<N){ wh11e(1<N){ 6.,
t=a[i]; t=a[i]; .
j=i; : j=i; % 5
while(j<M){ wh11e(3<M‘){ s
sum+=j+a[i-1]; H sum+= j+a[1 1];
} '-\ } :
b[i]=sum; b[i]=sumy
i=i+1; ooy i=i+l; < Isthe value of
} } a[i] redundant?
(a) (b)
'~.fa'5e t=a[i-1];

g k: while(i<N){
wh11e(1<N){ true t=a[i];
t=a[il;, -, j=1i;

: j=i; s while(j<M){
wh11e(j<M'?{ ¢ sum+=j+t’;
H sum+=j+a[i-1]; }
5 ¥ : b[i]=sum;
b[i]=sums i=i+1;
Yoo 171415 Y ge t=t;
} }

(c)

(d)

Figure 1.8: Query propagation of PRESR. (a) Original program. (b) Query
propagation. (c) Result of query propagation. (d) Result of translating the

original program.

Example.

Consider the array reference a[i-1] in Fig. 1.8 (a). This array refer-
ence is redundant because the referenced data is already loaded to by
a[i] in the previous iteration. To remove this redundancy, PRESR
backwardly propagates a query ”Is the value of a[i-1] redundant?”
as shown in Fig. 1.8 (b). Consider a query that is propagated through
the back edge to the exit of the loop body. This query is propagated to
the definition i=i+1 of an induction variable included in the inquired

10
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array reference. To check redundant array references in the previous
iteration, the query is changed to check the value of a[i] by replac-
ing i with the right-hand side of the statement defining the i, and
then, the query is propagated further. This query will be propagated
to al[i] below the while statement; therefore, it gets true. Because a
query propagated to outside of the loop gets false, this array reference
is partially redundant. Similar to EDDPRE, PRESR inserts a[i-1]
at the entry of the loop, and then it returns true, as shown in Fig. 1.8
(c). Finally, PRESR replaces the inquired a[i-1] with t’, as shown
in Fig. 1.8 (d).

End of Example.

Decreasing the number of references from cache memory to
main memory based on PRE framework.

GLIA makes references to the same array continuous by moving the
references immediately after preceding other references to the same
array. This movement is achieved based on PRE framework. By this
movement, some cache misses can be suppressed because data in an
array are continuously stored in the main memory. To explain the
motivation for GLIA, we show how accessed data are copied into cache
memory with an example program in Fig. 1.9. In this thesis, for
ease of explanation, we assume that cache memory is directly mapped
without loss of generality. That is, when the data are transferred from
the main memory to the cache memory, the cache line is determined
by the memory address modulo of the number of lines in the cache
memory.

Example.

Consider the array reference al[i+1] in the C program in Fig. 1.9.
After execution of the array reference a[i], the data from a[i] and
a[i+1] are copied to a cache line whose index is 10. Then, because
execution of the array reference b[i] results in a cache miss, the data
contained in b[i] and b[i+1] are also copied into cache memory.
In this case, these data are copied to the cache line at the index 10
because the address of b[i] is 1010; therefore, the data from al[il
and a[i+1] are removed from cache memory, which may result in a
cache miss for the subsequent access of a[i+1].

As shown in the example, once data at a specific array index is loaded
from main memory, it is stored in cache memory along with other
data belonging to the same array. That is, continuously accessing the
same array may result in cache hits. Continuously accessing the same
array can be promoted by moving references to an array around other

11
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a[i] |ee1e
a[i+1]|ee11
void main(){ 90
x=a[i]; o1
y=b[1i]; 10 | a[i] [a[i+1]
z=a[i+1]; 11 r
} *

2 { b[i] |1010

Cache memory b[i+1]|1011

Main memory

Figure 1.9: Motivation example of GLIA. This figure represents that exe-
cution b[i] expels the reference data of a[i] and a[i+1] from the cache
memory because the execution results in cache miss.

void main(){
x=a[i];
z=a[i+l];
}y=b[i];

Figure 1.10: Moving the array reference a[i+1] by GLIA.

reference to the same array. GLIA moves a[i+1] immediately before
b[i] so as to follow a[il, as shown in Fig. 1.10.

End of Example.

In addition, a multidimensional array can be regarded as an array of
lower dimensional arrays, which means that it is more effective to con-
tinuously aggregate the array references with the most similar indexes
in higher dimensions. We extend GLIA to handle multidimensional
arrays for moving a reference immediately after the preceding refer-
ences to the same array with the largest number of similar indexes.
We call this extended GLIA MDGLIA. MDGLIA computes the num-
ber of indexes of each array reference, preceding a candidate that was
moved, which are the same as the indexes of the candidate; then,

12
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MDGLIA moves the candidate to the points in the program close to
the references holding the number of the same indexes.

e Demonstrating the effectiveness of our techniques through
experiments employing popular benchmarks.

We have implemented EDDPRE, PRESR, GLIA, and MDGLIA as
low-level intermediate representation converters in a COINS compiler
[24]. We evaluated the effects of our techniques using programs from
CFP2000 and CINT2000 in SPEC’s Benchmarks. On average, the
analyzing cost of EDDPRE was about half of the demand-driven PRE.
PRESR improved the performance of all the programs about 2% on
average. GLIA and MDGLIA decreased the number of cache misses
of many programs.

1.5 Thesis Organization

Chapter 2 presents preliminaries and details the algorithms of two basic op-
timization techniques, GVN and PRE. Chapter 3 describes the algorithm for
EDDPRE, and demonstrates the analytical improvement and efficiency of
execution of objective code. Chapter 4 explains the algorithm for PRESR
where EDDPRE is extended to remove redundant array references across
loop iterations and shows the experimental result. Chapter 5 outlines the
algorithm for GLIA and MDGLIA and the experimental results from sup-
pressing the number of cache misses. Chapter 6 concludes this thesis and
indicates future directions of this thesis.

13



Chapter 2

Background

In this chapter, we define the program representation and control flow graph,
and then provide the details of the data-flow analysis. Finally, we describe
the algorithms of GVN and PRE that are the basis of our technique.

2.1 Preliminaries

2.1.1 Program Representation

Many modern compilers consist of five stages: lexical analysis, syntax anal-
ysis, semantic analysis, code optimization, and code generation. Lexical
analysis creates a sequence of tokens from a source program, and then syn-
tax analysis builds abstract syntax trees (ASTs) from those tokens. The
ASTs are checked for their consistency with declarations by semantic anal-
ysis such as type checking. After that, the ASTs are transformed into an
intermediate representation (IR). The IR code is used as both input and
output for optimizations that are independent of programming languages
and machines.

We assume that the IR code is a sequence of statements, that have at
most one operator, known as three-address code [2], as the following:

T4y opz

2.1.2 Control Flow Graph

We assume that a control flow graph (CFG) has been built for each program.
The CFG is a graph structure, which is represented as a quadruple (N, E,
start, end), where N is a set of node, E denotes a set of edges N x N,
start is a start node with an empty statement, and end is an end node with

14
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0
!
x=1
1| y=1
x=1; Z=X+y
y=1; / \
i;)((;i/é){ 2 W=z 3] w=-2z
W=z} \ /
}else{ 4
W=-2; |
} 5

(a) (b)

Figure 2.1: (a) Original code. (b) An example CFG of the code. Each node
corresponds to a basic block.

an empty statement. 1

Example.

Figure 2.1 (b) shows a CFG of Fig. 2.1 (a). As the left side code has one
if-else statement, it has four basic blocks. These basic blocks correspond
to Nodes 1, 2, 3, and 4 in the CFG. In particular, Nodes 0 and 5 are called
the start and end node, respectively.

End of Example.

A given edge is expressed as (m,n) € E, where m is referred to as a
predecessor of n and n is known as a successor of m. In general, a node has
several predecessors and successors because of the nondeterministic branch-
ing structure of a CFG. Here, the sets of predecessors and successors of node
n are denoted as pred(n) and succ(n), respectively.

When all the paths from start to node n include node m, it is said that
m dominates n [4]. If m dominates n and m is not n, it is said that m
strictly dominates n. An edge a — b where the destination b dominates the
source a is called a back edge [2].

In the CFG, it is assumed that the critical edges, which are edges leading
from a node with more than one successor to a node with more than one
predecessor, have been removed by inserting synthesized nodes, because the

n this thesis, we sometime omit the start node and the end node to simplify expla-
nation.

15



CHAPTER 2. BACKGROUND

1
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2| x=a[1i] 4 2| = 4
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7| t=a[i]
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(a) (b)

Figure 2.2: Removing critical edge. (a) Original code. (b) After removing
the critical edge and applying PRE.

critical edges can block effective code motion.

Example.

In Fig. 2.2 (a), there is a critical edge from Node 4 to Node 3. As a[i]
at Node 3 is partially redundant, it can be removed by inserting the same
expression at Node 4, but PRE does not allow such an insertion because the
insertion introduces a new computation at the path through Nodes 1, 4, 5,
and 6. To remove the partially redundant expressions, a new node, Node 7,
is inserted on the critical edge as shown in Fig. 2.2 (b).

End of Example.

2.1.3 Data-flow Analysis

Data-flow analysis is performed to collect information for code optimiza-
tions, such as constant propagation, copy propagation, common sub-expression
elimination, GVN, dead code elimination [6, 53], register promotion, and so
on. To present formal definitions, we use Fig. 2.3 to show how the data-flow
analysis for a constant propagation collects information.

Example.

Consider applying constant propagation to the code in Fig. 2.3. A
variable a is initialized to 1 at Node 1, and then it is used at Node 2.
To propagate the value of a from Node 1 to Node 2, the initial value 1 is

16
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Figure 2.3: An example code for constant propagation.

recorded at the exit of Node 1.
End of Example.

The information collected at the exit of a node n, OUT|[n|, can be for-
mally defined by a transfer function f, and information collected at the entry
of n, IN[n], as follows:

OUT|n| = f(IN[n]) (2.1)

Example.

Consider the statement a=3 in Fig. 2.3. Once the statement has been
executed, the value of a is modified to 3. In other words, the statement
generates a definition of a, 3, and kills all definitions of the variable, 1,
reaching to the node.

End of Example.

The transfer function of a program point x can be formally defined as
follows:

f(z) = gen V (z — kill) (2.2)

Consider the statement a=3 in Fig. 2.3, in which gen and kill correspond
to 3 and 1, respectively. Here, if a transfer function uses information at the
entry point of a node to determine information about the exit point as well
as constant propagation, its direction is forwards. In contrast, if the function
uses information at the exit point of a node to determine information about
the entry point, its direction is backwards.

17
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To present the formal definition of IN[n|, we continue to explain the
example of constant propagation in Fig. 2.3.

Example.
We consider the value of a that can reach the expression a+5 at Node
4 in Fig. 2.3. a is defined at 1 at Node 1, whereas it is defined to as 3 at
Node 5. These values can reach the a+5 through Node 3 because the former
value propagates on a path that consists of Nodes 1, 2, 3, and 4 while the
latter value propagates through a back edge and Nodes 3 and 4. This result
indicates that it is impossible to statically determine which value is used
at the a+5. This observation shows that the analysis has to calculate the
intersection of values propagated on all paths from start to Node 3 that is
a join point.
End of Example.

IN[n] is formally defined as follows:

IN[n] = []F:(N[start)) (2.3)
Vi
where Fj is the functional composition of the transfer function over

the execution path P; from the start node to n;.

To collect accurate information, the optimizer should calculate equation
(2.3); however, in general, it is impossible to do so because of existing loops.

Example.

Consider the number of execution paths from start to Node 4 in Fig.
2.3. Let P} be an execution path that consists of Nodes 1, 2, 3, and 4. Let
P? be an execution path that consists of Nodes 1, 2, 3, 4, 5, 3, and 4. Let
Pf be an execution path that consists of Nodes 1, 2, 3, 4, 5, 3, 4, 5, 3, and
4. Furthermore, we can define Py, Py, ..., Pl' as well as the aforementioned
paths. Thus, an infinite number of execution paths can be assumed for a
program including the paths within loops.

End of Example.

Therefore, to calculate the data-flow information for any program, equa-
tion (2.4) presents an approximate solution as follows:

INnj= [[ OUT[p] (2.4)
pEpred(n)

The result of solving equation (2.3) is called the meet-over-path (MOP)
solution. On the other hand, the approximate solution is called the mawi-

mum fized point (MFP), which is determined by repeatedly solving equations
(2.1) and (2.4) until the values of IN and OUT are fixed [2]. Notice that,
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if the transfer function f of equation (2.2) satisfies distributivity, the MFP
solution is the same as the MOP solution [50].

To define formal equations, we used constant propagation whose the
transfer function’s direction is forwards. In contrast, for an optimizer whose
the transfer function’s direction is backwards, IN[n] and OUT[n] are formally
defined as follows:

OUT[n] = [ IN[s|
s€suce(n)

IN[n] = f(OUTIn])

2.1.4 Static Single Assignment Form

Many programming languages support mutable variables. Such variables are
useful for writing programs along control flows in imperative programming
languages, but at times, this result in complex data-flow analyses because
these variables can be modified at any point. If each variable can have only
one value without modification, it is possible to simplify data-flow analysis
by defining the transfer function without any kill term.

Static single assignment (SSA) form is one variety of program repre-
sentation that allows every variable to be defined only once [4, 9]. In SSA
form, the representation with only one definition for each variable is achieved
through attaching a unique version number to an original variable name per
a definition. Furthermore, in SSA form, a special function ¢ that alterna-
tively returns one of the arguments depending on a control flow is inserted
to merge several definitions that reach the same uses. The ¢ function gives
the property where each definition dominates all of its uses, so that code
optimizers can be more simply described for programs in SSA form. Trans-
formation into SSA form is achieved by the following two steps: 1) inserting
¢ functions, and 2) renaming variables. The ¢ functions can be efficiently
inserted at the dominance frontiers of all the definitions of each variable.
The dominance frontier of a node n is a set of nodes that n cannot domi-
nate. Notice that the insertions of ¢ functions result in the insertions of new
assignments, that have to be considered for additional dominance frontiers.
Thus, dominance frontiers can be recursively defined; these are referred to
as iterated dominance frontiers. The ¢ functions have to be inserted at all
the iterated dominance frontiers.

Once ¢ functions are inserted, the variables can be renamed. Remember
that each definition dominates all uses. That is, the new version of a variable
name that is generated at each definition is only used at nodes dominated by
the definition. On the other hand, there are ¢ functions using the definition
at immediate successors of nodes dominated by the definition. Therefore,
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(a) (b)

Figure 2.4: An example of SSA form. (a) Normal form code. (b) SSA form
code.

renaming the definitions and uses can be efficiently achieved by traversing
a dominator relation.

Example.

Consider a variable i in Fig. 2.4 (a). The variable is defined twice at
Nodes 1 and 3. In normal form, they are shared through a common variable
i which is used at Node 6. In contrast, in SSA form, variable is does not
dominate Node 6, but its value may be used at that node. To carry the
value to its use, SSA form inserts ¢ functions at the entry of Nodes 5 and 6,
and then variable iy is defined by Node 6 where it is used as i4+1, as shown
in Fig. 2.4 (b).

End of Example.

Three algorithms are known for efficiently transforming code from nor-
mal form into SSA form [11, 18, 27]. As the ¢ function is not a real statement
that some processors can execute, it is necessary to transform its SSA form
into normal form [8, 11, 64, 74].

2.2 Fundamental Code Optimization Techniques

In this section, we explain four compiler optimizations that are the basis of
our technique.
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a=read() a=read() [1]
b=a+1 b=a+1 [3]
c=a+l c=a+l [3]
x=b+5 x=b+5 [5]
y=C+5 y=Cc+5 [5]
z=x*5 z=x*5 [6]
w=y*5 w=y*5 [6]

(a) (b)

Figure 2.5: Assigning value numbers. (a) Original code. (b) After value
numbering. The numbers with ”[]” represent the value numbers of the
corresponding expressions.

2.2.1 Global Value Numbering

Value numbering is a technique that removes redundant computations that
generate the same value without depending on their lexical forms in a basic
block. Cocke and Schwarts described a local technique that assigns a unique
number, called a value number, to expressions with the same value numbers
for operands and the same operator [23]. In addition, the variables with
the value generated by the expressions are assigned the value number. The
process of assigning value numbers to expressions and variables is called
value numbering. Value numbering is often implemented by recording each
value number in a hash-table where it has a tuple of the value numbers of the
operands and the operator as the key. If expressions with a value number
equal to e are found through their tuple in the hash-table for a basic block,
they are congruent with e.

Example.

In Fig. 2.5 (a), two variables b and ¢ have the same value, a+1; therefore,
both b+5 and c+5 must compute to the same value. The congruence of these
expressions results in the same value number for variables x and y. Similarly,
two variables z and w also have the same value number. Notice here that the
value numbers are assigned to not only variables but also constant values.
In this example, the constant values 1 and 5 are assigned to value numbers
[2] and [4], respectively. As a result, the expressions are assigned to value
numbers as shown in Fig. 2.5 (b).

End of Example.
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X1=a[i1]
1|ly:=a[i1]
Z1=X1+1 xosalis]
/ \ 1 yi=X1
2 3 Z1=Xa1+1
NN
4l wWi=Yy1+1 2 —l 3 4|_w1=y1+1

(a) (b)

Figure 2.6: Effectiveness of GVN. (a) Original code represented in a CFG.
(b) Result of applying GVN on a dominance tree. The labels of the tree
correspond to the CFG.

To replace the redundant expression with the variable to which the pre-
ceding congruent expression is assigned, each expression in a basic block is
processed from top to bottom.

Value numbering locally detects congruent expressions within a basic
block, whereas a technique globally detecting congruent expressions in an
entire program is called global value numbering (GVN) [3, 21, 35, 37, 59,
65, 67, 69], which is based on a program converted into SSA form. Typical
GVN techniques traverse a dominator tree using a depth-first and left-first
search, in the process of which once an expression is visited, GVN assigns a
value number to the expression. At this time, it records the assigned value
number to a hash-table. After value numbering all expressions in a node,
GVN propagates the hash-table to the children in the dominance tree.

Example.

Consider two variables x; and y; at Node 1 in Fig. 2.6 (a). They are each
assigned the expression a[ii], that is, the same value number is assigned to
them, which means that the expression assigned to y; is redundant; there-
fore, the expression can be replaced with x;. Then, the value numbers of
the three variables are propagated to Nodes 2, 3, and 4, which are children
of Node 1 on a dominator tree that is shown in Fig. 2.6 (b). As result of
this propagation, y1+1 can be replaced with z; because z; is assigned x;+1
that has the same value number as y;+1. The propagation way of the value
numbers on the dominator tree guarantees that the value numbers efficiently
reach their uses, based on the dominance property of SSA.

End of Example.
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Figure 2.7: Effectiveness of CSE. (a) Original code. (b) Result of applying
CSE.

2.2.2 Common Sub-expression Elimination

If more than one expression is executed on a path, and the value would not
be changed between them; these expressions, excluding the first one, are
said to be redundant on the path. If an expression is redundant on all the
paths from start to the expression, the expression, which is called a com-
mon sub-expression, can be removed by replacing it with a variable with the
same value. The optimization is called a common sub-expression elimina-
tion (CSE) [22], which contributes to decreasing the number of expressions
to be executed in run time. In order to replace a redundant expression
with a variable, a temporary variable assigned the preceding expression is
introduced as a variable.

Example.

Consider a[i] at Node 4 in Fig. 2.7 (a). As the same expression has
already been computed at Node 1, the expression is redundant at Node
4. CSE inserts a statement t=a[i] before the first occurrence, and then
replaces all redundant a[i] with t as shown in Fig. 2.7 (b).

End of Example.

2.2.3 Loop Invariant Code Motion

If an expression is computed in a loop without any change in its value,
it is called a loop invariant expression. In general, executing loop invariant
expressions outside the loop remarkably decreases the execution cost because
the code inside the loop can be repeatedly executed a lot of times. Loop
invariant code motion (LICM) moves the loop invariant expressions out of
loops.
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i=1; i=1;

while(i<1000){ x=a[0];
x=a[0]; while(i<1000){
i+=1; i+=1;

} }

print(x); print(x);

(a) (b)

Figure 2.8: Effectiveness of LICM. (a) Original code. (b) Result of applying
LICM.

Example.

Consider the a[0] in the while loop in Fig. 2.8 (a). As the expression
is an array reference with a constant as the index, and without any modifi-
cation within the loop, the expression is loop invariant. If the expression is
moved outside the loop, as shown in Fig. 2.8 (b), the number of executions
of the expression is reduced from 1,000 to 1.

End of Example.

2.2.4 Partial Redundancy Elimination

If an expression e is redundant at n on all paths from start to n, it can be
removed by CSE. Such an expression is said to be fully redundant. That
is, CSE removes only fully redundant expressions. On the other hand, CSE
cannot remove an expression that is redundant at n on some (but not all)
paths from start to n. Such an expression is said to be partially redundant.

PRE makes a partially redundant expression fully redundant by insert-
ing some expressions at preceding points and then removing the original
expression. In PRE, a loop invariant expression can also be regarded as a
partially redundant expression because it is not redundant on a path from
the entry of loop, but it is redundant on a path from the exit of loop body
to the entry. Once PRE is applied to the loop invariant expression, some
expressions are inserted outside the loop, and the original expression inside
the loop is removed. This process corresponds to LICM. Thus, PRE includes
the effectiveness of CSE and LICM.

Example.

Consider a[i] at Node 4 in Fig. 2.9 (a). The expression is redundant
on a path through Node 2 whereas it is not redundant on another path. To
remove the redundant expression, PRE inserts statements t=a[i] at Nodes
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1 1
RN AN
o[ x=a[i] |3 2 )’E:a[l] 3 t=a[i]
N/
4| y=a[i] 4| y=t

Figure 2.9: Effectiveness of PRE. (a) Original code. (b) Result of applying
PRE.

2 and 3. As the insertions make the original expression fully redundant, it
can be removed as shown in Fig. 2.9 (b).
End of Example.

The first PRE algorithm was proposed by Morel and Renvoise in 1979
[57] as a bi-directional data-flow analysis. Although Morel and Renvoise’s
algorithm is a powerful technique, it has two issues: 1) some redundant ex-
pressions cannot be removed, and 2) some insertions are ineffective, where
ineffective insertions lengthen the lifetime of temporary variables, leading to
an increase of register pressure. To improve the effect of PRE, many tech-
niques have been proposed to achieve optimal completeness, computation,
lifetime, or cost [5, 40, 51, 52, 68, 70], SSA-based sparse analysis algorithm
[19, 49, 60, 81], speculative inserting based on profile [13, 38, 46, 72, 84, 87|,
removing redundant memory reference instructions [32, 48, 54, 55|, and so
on [10, 28, 29, 30].

In the rest of this section, we define the basic properties of PRE, availabil-
ity and anticipability, and then we explain lazy code motion (LCM) [51, 52]
that is one of the most popular technique of PRE and the basis of our
technique.

Basic Properties

Expression e is available at node n iff e is computed on any path p from
start to n, and there is no definition of e’s operands since the most recent
occurrence of e on p [5]. When e is available at n, n is up-safe with respect
to e, and e is partially available at node n iff there is at least one path
from start to n in which e is computed without subsequent redefinition of
its operands. When e is available at n, e is fully redundant and can be
replaced with the variable that has the preceding execution result. When e
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is partially available at n, e is partially redundant. The partially redundant
expression can be eliminated after inserting expressions to make the original
expression fully redundant.

Expression e is anticipable at node n iff e is computed along any path r
from n to end, and the operands of e are undefined before the first compu-
tation of e on r [5]. When e is anticipable at n, n is down-safe with respect
to e. PRE inserts expressions at the down-safe nodes without extending
the lengths of any path. If some expressions are inserted at non down-safe
nodes, the insertions are speculative. The speculative insertions allow loop
invariant expressions inside a zero-trip loop such as a while loop to be moved
out of the loop.

Lazy Code Motion

PRE removes redundant expressions by inserting some expressions. How-
ever, the insertions and removals process tends to lengthen the live-ranges of
variables carrying preceding expression values to their uses, so that the vari-
ables may be spilled in the register allocation phase [12, 17, 20, 36, 61, 63, 83].
To address the problem, LCM consists of the first code motion hoisting ex-
pressions as early as possible and the second code motion delaying them
as late as possible. The first code motion contributes to eliminating all
removable expressions, and the second one contributes to minimizing the
live-ranges of variables. These code motions have to satisfy down-safety and
up-safety.

Down-safety is used to ensure that LCM does not introduce a new occur-
rence of the inserted expression on any execution path. Down-safety is repre-
sented by predicate DownSafe. In addition, up-safety is used to ensure that
there are some paths where the number of expressions is decreased by the in-
sertions and removals. Up-safety is represented by predicate UpSafe. These
safeties are defined based on the local properties Comp(n) and Transp(n).
These predicates denote that n contains an occurrence of e, and no operands
are defined or modified in n, respectively. In particular, the property rep-
resented by Transp(n) is called the transparency at node n. To explain the
algorithm, in the rest of section, we assume that each node has only one
statement, and e represents the concerned expression to help understand
the algorithm. The local properties are defined as follows:

Definition 2.2.1 (Local properties of LCM).

Comp(n) “ rhs(n) =e
Transp(n) =i Def (n) & Var(e)

In the equations, functions rhs(n), Def (n), and Var(ar) return the right-
hand side of statement at n, a variable defined at node n, and a set of
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variables which are used in ar, respectively. Using these local properties,
predicates DownSafe and UpSafe are defined as follows:

Definition 2.2.2 (Safety).

DownSafe(n) “ (n # end) A
(Comp(n) vV Transp(n) A H DownSafe(s))

s€suce(n)
UpSafe(n) =i (n # start) A

H Comp(p) V (Transp(p) N UpSafe(p))
pEpred(n)

Safe(n) “ DownSafe(n) V UpSafe(n)

Example.

Consider partially redundant expression a[i] in Fig. 2.10 (a). Once a
statement t=a[i] is inserted at Node 1, the original expressions at Nodes
4 and 6 can be removed by replacing them with t. However, this insertion
introduces a new computation on a path through Node 2. If the control
flows along the path, the execution time may be increased. To prevent
such insertions, LCM checks down-safety at each node. As a result, LCM
determines that Nodes 3, 4, 5, and 6 satisfy the down-safety as shown in
Fig. 2.10 (b).

End of Example.

After determining the down-safe nodes, LCM determines optimal node
where expressions can be inserted. The optimal nodes are determined by
the predicates Farliest and Latest. The predicate Earliest(n) denotes that
node n is the closest to start of the nodes m satisfying DownSafe(m) or
UpSafe(m). The predicate Latest(n) denotes that node n is the closest to the
node ¢ that satisfies Comp(c) on each path from Farliest to end, and there
is no node that satisfies the Comp on the path from Farliest to c. FEarliest
is determined as a maximal fixed point of its data-flow equation. Latest
is determined based on a maximal fixed point of the data-flow equation of
predicate Delayed(n), which denotes that the expression can be delayed until
the exit of node n. Notice that Delayed is based on the result of Farliest;
therefore, they have to be computed in proper sequence. These predicates
are defined as follows:
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Figure 2.10: Motivation example of LCM. (a) Original code. (b) down-safety
of al[i]

Definition 2.2.3 (Determine insertion candidate nodes).

Earliest(n) b2 Safe(n) A
((n = start) Vv Z = Transp(p) V — Safe(p))

pEpred(n)
Delayed(n) “ Earliest(n) Vv
(n # start) A H - Comp(p) N Delayed(p)

pEpred(n)

Latest(n) “ Delayed (n) N (Comp(n) V Z = Delayed(s))

s€suce(n)

Example.

Consider the four nodes with dotted borders that satisfy down-safety in
Fig. 2.10 (b). Only Node 3 has a predecessor that does not satisfy the down-
safety or up-safety of them. As a result, Farliest(3) is true whereas others
are false, as shown in Fig. 2.11 (a). From Node 3, LCM checks whether
each node satisfies Delayed. As Node 4 satisfies Comp, Node 6 does not
satisfy Delayed. As a result, Delayed(3), Delayed(4), and Delayed(5) are
true. Finally, the nodes satisfying Latest are Nodes 4 and 5, as shown in
Fig. 2.11 (b).

End of Example.
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Figure 2.11: Insertion candidates. (a) Farliest. (b) Latest.

LCM inserts expressions at the entry of nodes n satisfying the pred-
icate Insert(n), where node n also satisfies Latest(n). Notice that LCM
does not insert expressions without decreasing the number of executed ex-
pressions on some paths because such insertions are unnecessary. In order
to exclude the unnecessary insertions, LCM specifies them based on the
predicate Isolated(n) that denotes that the insertion at n does not result
in removing any expression other than original one; therefore, Insert(n) is
defined as Latest(n) A —Isolated(n). After insertions at the entry points of
nodes n satisfying Insert(n) are performed, the original expressions at nodes
n satisfying the predicate Replace(n) that denotes that n contains an e are
replaced with the temporary variable holding the value of the expression.
These predicates are defined as follows:

Definition 2.2.4 (Translation of the Program).

Isolated(n) p2d H Latest(s) vV =Comp(s) A Isolated(s)

s€succ(n)
de
Insert(n) 2y Latest(n) N —Isolated(n)
Replace(n) p=d Comp(n) N —(Latest(n) A Isolated(n))
Example.

As shown Fig. 2.12 (a), Isolated(4) and Isolated(5) are false. This result
indicates that insertions to these nodes are useful for removing redundancy.
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Figure 2.12: Translated program. (a) Isolate. (b) Result of applying LCM.

Finally, LCM inserts a statement t=a[i] with the temporary variable t that
is unique for the expression at Nodes 4 and 5, and then replaces the original
a[i] with t, as shown in Fig. 2.12 (b). Here, LCM assumes that each CFG
node has only one instruction, and LCM makes a new CFG node 4’ for the
inserted t=a[i] at Node 4.

End of Example.
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Chapter 3

Effective Demand-driven
PRE

In this chapter, we describe the algorithm of effective demand-driven PRE
(EDDPRE). Section 3.1 explains the motivation of EDDPRE. Section 3.2
describes a previous demand-driven PRE. Section 3.3 gives the detail of
EDDPRE. Section 3.4 shows experimental results to demonstrate the effec-
tiveness of EDDPRE. Section 3.5 and Section 3.6 summarize, respectively,
the related works and EDDPRE.

3.1 DMotivation

Traditional PRE exhaustively analyzes the entire program based on data-
flow equations, before transforming the program to remove all of the redun-
dant expressions found during the analysis. The removal of the expressions
leads to some copy assignments; therefore, the application of copy prop-
agation has the effect of exposing new redundancies, which are known as
second-order effects. To remove more redundant expressions by capturing
these effects, it is necessary to repeatedly apply PRE and copy propagation.

To address the issue, a demand-driven PRE, PRE based on query prop-
agation (PREQP) [80], is proposed. For each expression e, PREQP back-
wardly propagates a query to determine if e is available. An answer true
means that e is available on the path on which the query was propagated
whereas false means that it is not. The query generated at the origin of e is
duplicated at a join point that is a program point with several predecessors.
Consequently, in case where the answers at the join point are both true
and false, PREQP inserts expressions at nodes where false were obtained
in order to make e available. After the insertion, PREQP replaces e with
an introduced temporary variable, and then PREQP applies demand-driven
copy propagation. Although this copy propagation can reveal some new re-
dundant expressions, applying it for all expressions sometimes incur greater
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costs than exhaustive PRE. In addition, the query may sometimes be propa-
gated unnecessarily in order to check the redundancy of an expression, even
if the expression is not redundant on some execution paths, as explained in
the next section.

In this chapter, we propose EDDPRE to suppress unnecessary copy
propagation and query propagation. First, EDDPRE applies global value
numbering (GVN) in order to statically detect redundant expressions that
are lexically different expressions for disuse of copy propagation. During
GVN, EDDPRE records occurrences of the value numbers into tables at
each CFG node. For each expression, EDDPRE propagates a query that
checks whether the value number of the inquired expressions is available or
not. This query is propagated to each node while a value number of the
inquired expression is recorded in the value number occurrence table.

The advantages of EDDPRE are summarized as follows:

e EDDPRE can capture many second-order effects without copy propa-
gation and iterative applications of whole algorithm.

e EDDPRE suppresses unnecessary query propagations by recording the
occurrence of value numbers on paths from the start node to the exit
of each node.

3.2 PRE Based on Query Propagation

PREQP is applied to programs translated into SSA form. PREQP visits
each CFG node that represents a basic block in topological sort order, and
performs query propagation [67] to check whether each expression e can be
eliminated at the node. Before explaining the detail, we present an example
how PREQP removes the redundant expressions.

Example.

Consider the statement z;=x;+1 at Node 3 in Fig. 3.1 (a). The x;+1
is redundant because there is the statement y;=x;+1 that has the same ex-
pression in the right-hand side immediately before it. PREQP replaces it
with y1, and then PREQP applies copy propagation in order to capture the
second-order effect through replacing z; with y;. The copy propagation tra-
verses Nodes 3, 4, 5, and 6 dominated by Node 3 while replacing z; with y;.
Remember here that the uses of each variable are dominated by the defini-
tion of it in SSA form. The copy propagation results in the program shown
in Fig. 3.1 (b), where it is found that the right-hand side of a statement
j1=y1+1 is redundant. Then, PREQP is applied to the expression, so that
it is replaced it with iy. After that, the copy propagation is applied again.

Consider the loop invariant expression x;+2 at Node 5 shown in Fig.
3.2 (a). PREQP propagates a query ”is x;+2 available?” to the predecessor
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1| xa=read() 1| xa=read()
—— | —— |
2 2
I L =TT
y1=X1+1 y1=X1+1
Z1=Xa1+1 Z1=Ya
3 i1=y1+1 3 i;|_=y1+1
j1=Z1+1 j1=y1+1

l Ny l N/
iz=(p4(j.3,j.1) iz=(P4(i3,i1)
J2=@a(Js,J2) J2=@a(Js,J2)

) )

A1=X1+2 a1=X1+2

5| is=i.+1 5| is=i.+1

Js=Jj.+1 Js3=j2+1
—— —

6 b1=X1+3 6 b1=X1+3

(a) (b)

Figure 3.1: Effect of PREQP’s removing redundant expression and applying
copy propagation. (a) Original program. (b) After removing x;+1 at Node
3.

4. There is no expression in Node 4; therefore, the query is further prop-
agated to two predecessors 3 and 5. Following this, the query propagated
to Node 3 is further propagated to Nodes 2 and 1 in this order. However,
the expression is not found, so that the answer false is returned to Node
4. By contrast, the query propagated to Node 5 obtains the answer true
because x1+2 itself is found at Node 5. The two answers true and false mean
that x1+2 is partially available at Node 4. In this case, PREQP makes it
available by inserting a statement t;=x;+2 into Node 3, where traditional
PREs check down-safety. However, PREQP ignores the down-safety in the
case where the query is propagated to the inquired expression itself, so that
loop invariant expressions are speculatively moved out of the loop, even if
the down-safety is not satisfied. Consequently, the answer true is returned
to Node 5; therefore, x;+2 is determined to be redundant. Finally, x;+2 is
replaced with tq, as shown in Fig. 3.2 (b).

When a query is propagated over a ¢ function that defines some operands
of the inquired expression, the operands are replaced with arguments cor-
responding to predecessors where the query is propagated. For example,
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1| xa=read()
1| xa=read() v — |
— | H 2
2 ¢ [ —T7
I | l ‘:‘- y1=X1+1
yi=X1+1 5 Z1=Y1
Z1=y1 * 3l ii=ya+l
3 i1=y1+1 j1=i1
JCLIN j1=i1 oy t1=X14+2
:: “l L4 “': l l
..'. 4 iz=(P4(ia,i1) 4 iz=(P4(ia,i1)
: j2=(P4(j3:il)':.- j2=(p4(j31j-1)
I i I
: @1=Xa+2 | |5, 42 redundant? a:=ts
A 5| 1s=1,+1 5] 1is=i.+1
. Js=Ja2+1 Ja=ja+1
6] bi=xi1+3 6] bi=xi1+3

(a) (b)

Figure 3.2: Effect of PREQP’s query propagation. (a) Example of propa-
gating a query. (b) Result program of applying PREQP

consider a query regarding is+1 at Node 5. The query is propagated to
Nodes 3 and 5 over a ¢ function is=¢4(iz,i1) after Node 4. In this situa-
tion, two new queries "Is i1+1/i3+1 available?” are generated for Nodes 3
and 5, respectively. We call this replacement ¢ function replacement.

If a query is propagated twice to a node without ¢ function replacement
in a loop, the answer true should be returned for the maximum fixed point
of the data-flow equations. However, this rule may lead to unnecessary code
motion passing some empty loops. For example, in Fig. 3.2 (a), consider that
a query regarding x;+2 is propagated from Node 2 to Node 2 through the
back edge. If it is simply assumed that the second visit to Node 2 returns
an answer true, an expression would be inserted into Node 1 because an
answer false is returned from Node 1. However, as mentioned above, the
expression should be inserted into Node 3; therefore, inserting it into Node
1 unnecessarily extends the live-range of an introduced temporary variable.
To suppress the unnecessary insertion, PREQP defines a predicate isReal
to indicate that the answer true is derived from the fact that the query has
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reached a real expression. Insertions are allowed only if isReal is true. Thus,
the insertion into Node 1 is suppressed because isReals at Nodes 1 and 2
are false, so that, false is returned from Node 2.

End of Example.

These observations lead to formal definitions of the answer of a query in
PREQP. In this definition, e represents an inquired expression. Once a query
is propagated to a node, PREQP determines the answer at the entry of a
node under the predicate NAnswer. As mentioned above, NAnswer is true
if one of the following two conditions is satisfied: 1) all answers are obtained
as true from predecessors, or 2) expressions are inserted into predecessors,
where the second condition is denoted by Insertable. In addition, PREQP
represents the answer at the exit of a node as XAnswer, which is defined
using Local that denotes some occurrences the expression in the node. The
N /XAnswer and Local are formally described as follows:

Definition 3.2.1. When a query is propagated to a node n, the answer is
defined as follows:

XAnswer(e,n) vy (n # start) A
(Local(e,n) V Transp(e,n) A NAnswer(e,n))(3.1)

NAnswer(e,n) “ Insertable(e,n) V

H XAnswer(transPhi(e,p,n),p)(3.2)
pEpred(n)

where Transp(e,n) indicates transparency that means no operands of e is
defined at n, and transPhi performs ¢ function replacement. transPhi(e,p,n)
replaces each operand of e with a ¢ function’s relevant argument that cor-
responds to predecessor p if n contains the ¢ function.

Definition 3.2.2 (Rules of the local answer for a query). Local(e,n) is
defined by the following rules, which are checked when a query is propagated
to node n:

(1) If n is a node where the query has already been propagated, and the
current query is same as the previous one, the answer is true.

(2) If n is a node where the query has already been propagated, and the
current query is different from the previous one, the answer is false.

(3) If n is the original node of the query, and the original query is also the
same as the current query, both the answer and isSelf (e,n) are true
where isSelf indicates that the query has been propagated back to the
original location of inquired expression.

(4) If nis a node where e occurs in n, both the answer and isReal(e,n) are
true.
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Rule (2) takes account of the situation where some operands of the ex-
pression are changed, so that the current value is different from inquired
expression. In this situation, the answer false should be returned. Other
rules correspond with the above explanation.

Insertable gives the details of the condition for insertions. As mentioned
above, if answers true and false are returned to a node where isReal and
down-safety are true, expressions are inserted into predecessors that had
returned false. Note here that, the down-safety condition is ignored for a
loop invariant expression in order to promote speculative code motion out
of a loop. The loop invariant expressions are identified through a predicate
1sSelf. These conditions are formally described as follows:

Definition 3.2.3 (Insertion condition).

isReal(e,n) e occursinn vV Z isReal(e, p) (3.3)
pEpred(n)
isSelf (e,n) Y the original expression of e isinn V Z isSelf (e, p)
pEpred(n)

Insertable(e,n) p<i Z isReal(e,p)
pEpred(n)

A (DownSafe(e,n) V Z isSelf (e,p)) (3.4)

pEpred(n)

PREQP also checks down-safety through query propagation. The answer
depends on transPhi and Local. However, Local ignores rule (3) in the query
propagation. This definition is presented in that of DownSafe.

Definition 3.2.4 (Down-safety based on query propagation). Down-safety
1s defined with performing the replacement of a variable defined by a ¢ func-
tion with a suitable argument.

DownSafe(e,n) pad (n # end) A H Local (€', s) Vv
sesuce(n)
Transp(€’, s) A DownSafe(e’, s) (3.5)

where ¢ = transPhi(e,n, s)

After inserting expressions, PREQP inserts a ¢ function if NAnswer is
true and the size of the node’s pred is more than 1.

Example.

As mentioned above, the application of PREQP to the program in Fig.
3.2 (a) causes copy propagation twice. Because the copy propagation based
on SSA form checks all of the nodes dominated by a node containing the
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definition and the dominance frontiers of them; therefore, Nodes 3, 4, 5, and
6 are checked twice.

Consider the expression jo+1, which is redundant because the expres-
sion computes the same value as is+1. However, PREQP cannot eliminate
the expression because the query of PREQP pessimistically finds equality
between expressions. When a query regarding jo+1 is propagated to Nodes
3 and 5 from Node 4, the new queries ji1+1 and jz+1 are generated. These
expressions cannot reach any same expression through the further propa-
gation. Finally, considering the expression x;+3 that is not redundant, the
fact cannot be found without propagating a query to Node 1 through all the
nodes.

End of Example.

Compared with the traditional PRE technique based on data-flow anal-
ysis, PREQP can improve the analysis efficiency for many programs because
it efficiently captures many second-order effects by repeating the redundancy
elimination and copy propagation processes within limited program regions
without analyzing the entire program. In some programs, however, the anal-
ysis efficiency of PREQP can be worse than the traditional PRE because
the nodes traversed during the copy propagation and query propagation in
PREQP still include many nodes not contributing to the final result.

3.3 Effective Demand-driven PRE

In this section, we provide the details of EDDPRE. At the beginning, we
describe an overview of EDDPRE’s algorithm, and then, we present the
details of each steps with pseudo code.

3.3.1 Algorithm Overview
EDDPRE consists of the following two steps:

1. Optimistic GVN

This step identifies the same expressions by assigning value num-
bers for them. The value numbers can be managed by a hash-table
valueTable where expressions with the same value number can be as-
sumed to be expressions generating the same value, even if their lexical
forms are different. In addition to the hash-table, for each CFG node,
GVN creates two tables: a local value occurrence table and a path value
occurrence table. The local value occurrence table of node n records
value numbers occurred in n. The path value occurrence table of a
node n manages the occurred value numbers on all paths from the
start node to the exit of n. This path value occurrence table is used to
quickly know the preceding occurrence of inquired expression without
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query propagation. In addition, EDDPRE can optimistically assigns
value numbers to ¢ functions with cyclic dependence inside a loop,
which contributes to detecting the same expressions with induction
variable.

2. Redundancy Removal

In this step, redundant expressions are removed through query propa-
gation and transformation. Query propagation is carried out for each
expression in topological sort order. Once the query propagation for
expression e results in true, insertion points are determined. During
the transformation, suitable expressions and ¢ functions carrying their
values are inserted. Finally, if e is fully redundant, it is replaced with
the variable containing the value of the available expressions. Note
that EDDPRE speculatively inserts expressions only if e is a loop in-
variant expression as well as PREQP.

3.3.2 Optimistic Global Value Numbering

GVN traverses the dominator tree in depth-first and left-first search. Once
an expression has been visited, GVN assigns a value number to it. The value
number of the expression can be obtained through the hash-table value Table
by using a variable name or a tuple of an operator and value numbers of
operands as a key. The value number of an operand can also be obtained
from valueTable by using the operand’s variable name as a key. If the same
tuple has already existed in wvalueTable, the expression is assigned to the
value number; otherwise, the expression is assigned to a new value number
that is recorded in the hash-table, using the tuple as a key. If the expression
is on the right-hand side of an assignment, the variable on the left-hand side
is assigned to the same value number. GVN assumes that every function
call returns a different value; therefore, each variable defined by a function
call is assigned a different value number.

EDDPRE assumes that the child nodes of each node in the domina-
tor tree are sorted in topological sort order. To assign value numbers to
arguments of ¢ functions as many as possible before assigning value num-
bers to the ¢ functions, GVN should traverse in topological sort order in
CFG. Traversing the dominance tree in depth-first and left-first search can
be proven to correspond with the topological sort order in the CFG through
lemmas 1 and 2, where we assume that n; and n; are two arbitrary children
of node n in the dominance tree, and that N; and N; are the subtree node
sets that include the n; and n; as roots in the dominance tree, respectively.
Fig. 3.3 depicts the relation between the subtrees of node n.

Lemma 1. njq is n; if there is an edge (n;s, njq) in the CFG where nodes
n;s and njq are included in INV; and N;, respectively.
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—— dominator tree edge
----> CFG edge

Figure 3.3: Proof of equality between traversals of topological sorted domi-
nance tree in depth-first and left-first search and a topologically sorted CFG.
We assume 2 < k < r.

Proof . If we assume that njg is not nj, njq is included in the subtree
that has one of the children of n; as a root. n;s is not dominated by n;;
therefore, some paths do not include n; from the start node to n;4 through
edge (n;s,njq) in the CFG. This contradicts the fact that n;q is dominated
by nj. O

Lemma 2. "n;, € N; precedes ana € Nj; in the topological sort order in
the CFG if n; precedes n; in the topological sort order in the CFG.

Proof . Assume that N; includes a node nj, preceding n;,s € N; when
n; precedes nj. At this time, there is an edge from n;s to n;q in the CFG;
therefore, nj, precedes n; according to the lemma 1. In addition, considering
that ny dominates nj,, n; precedes nj, in the CFG. As a result, because n;
precedes nj, This contradicts the assumption. L]

Lemma 2 suggests that the depth-first and left-first search order in the
dominator tree corresponds to one of the topological sort orders of CFG if
children of each node in the dominator tree has been sorted in the topological
sort order of CFG.

For an acyclic CFG, the traversal can determine value numbers of all
expressions. By contrast, for a general CFG with some cycles, the value
numbers of several ¢ functions may not be determined in case where their
arguments are defined in the bodies of loops. Assume a ¢ function p,, with
arguments nvargs, the value numbers of which have not yet been deter-
mined, is found at node n. In such cases, in general, the nvargs should be
conservatively assumed to have different value numbers. However, if all the
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Figure 3.4: Effect of optimistic value numbering. (a) Original program. (b)
A result of GVN that is carried out on the dominator tree.

predecessors corresponding to nvargs are dominated by n, GVN optimisti-
cally assigns the same temporary value number 0 to all nvargs, and then
continues value numbering for the sub-dominator tree of n. Once GVN has
been completed for the subtree, the value numbers of the nvargs have been
determined; therefore, the value number of p, can be also determined. At
this time, the ¢ functions to which the same value number has been opti-
mistically assigned may be partitioned into different value numbers. In this
case, GVN is once again applied to the subtree of n. The optimistic GVN
guarantees the assignment of correct value numbers in at most two traver-
sals a ¢ function. Notice there that the repeated traversals are limited to
the nodes dominated by the ¢ function.

Example.

Given a dominator tree for the CFG in Fig. 3.4 (a), GVN traverses the
dominator tree, shown in Fig. 3.4 (b), using the depth-first and left-first
search. Node 1 is visited first, and the expressions in the node are assigned
value numbers. After that, Nodes 2, 3, and 4 are processed as well in this
order. In Node 3, variables i; and j; are assigned the same value numbers,
and then the ¢ functions are assigned value numbers in Node 4. In this case,
although arguments iz and js3 have not yet been assigned value numbers,
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optimistic GVN can be applied to the ¢ functions through assigning these
arguments the temporary value number 0 because the unprocessed Node 5
of the predecessors corresponding to the arguments is dominated by Node
4. Once value numbers are assigned to statements of Nodes 4, 5, and 6,
the ¢ functions are assigned value numbers once again. Finally, expressions
are assigned value numbers as shown in Fig. 3.4 (b). In the figures of this
thesis, we present each value number as a bracketed number. Note that
the constant values 1 and 2 are also assigned value numbers [2] and [6],
respectively.

End of Example.

For each node n, after assigning value numbers to all expressions included
in n, these value numbers are recorded in a local value occurrence table of
n. Moreover, for each CFG node n, GVN creates a path value occurrence
table that is defined as the union of the local value occurrence table of n
and the path value occurrence table of predecessors of n.

Pseudo Codes

The GVN algorithm is shown in Programs 3.1, 3.2, 3.3, and 3.4. Program
3.1 defines functions for the traversal of a dominator tree and the value
numbering of statements. Program 3.2 defines functions for assigning a value
number to each statement with hash-table valueTable. Program 3.3 defines
two functions for checking whether optimistic value numbering should be
performed and checking whether the result is correct. Program 3.4 shows a
function for making a path value occurrence table for each CFG node.

At the beginning, the function globalValue Numbering is called to per-
form GVN. This function initializes a global variable value to generate a
new value number when a new entry is added into valueTable. After the
initialization, to traverse each node, it calls the function traverseDomTree.
Finally, it calls function makePath ValueTable to make path value occurrence
tables. traverseDomTree(n, optimistic) calls the function numbering to as-
sign a value number to each expression included in n first. If optimistic
of the arguments is true, value numbers are optimistically assigned to the
expressions. After the value numbering for the visiting node n, this func-
tion checks whether value numbers are optimistically assigned to ¢ functions
in the n’s children nodes by function checkPhiArg defined in Program 3.3.
When the optimistic value numbering is performed, checkPhiVal is called
for checking correctness of optimistic value numbering.

numbering assigns a value number to each ¢ function, each variable
assigned the return value of a function call, and each expression. These
expressions are identified by functions isPhi, isFunc, and isFxp. If the
argument optimistic is true, for checking the correctness of optimistic value
numbering, ¢ functions are recoded into table samePhis.
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Program 3.1 (Traversing of GVN)

Function: globalValue Numbering()
1: Initialize a global value value.
2: Call traverseDomTree(root, false) to visit the dominator tree.
3: Call makePathValueTable() to make path value occurrence tables.

Function: traverseDomTree(n, optimistic)
// Arguments: n is a node of dominator tree. optimistic represents
// whether the optimistic GVN is performed.
4: Perform value numbering to n by numbering(n, optimistic).
5: for each child kid of n in depth-first and left-first search.
6: if (checkPhiArg(kid))
7 Perform optimistic GVN by traverseDom Tree(kid, true).
8:  Check correctness of the optimistic GVN by checkPhiVal(kid).
9: else
0

10:  Call traverseDomTree(kid, optimistic).

Function: numbering(n, optimistic)

// Arguments: n is a node of dominator tree. optimistic represents
// whether the optimistic GVN is performed.

11: for each statement st of n.

12:  if (isPhi(st) V isFunc(st) V isExp(rhs(st)))

13:  Get a value number val of st by value(st).

14:  if (optimistic A isPhi(st) A val is assigned to another ¢ function)
15: Record [hs(st) in table samePhis for using in function checkPhiVal.
16: Record (val, lhs(st)) in the local value occurrence table.

Assigning a value number to a statement st is performed in function
value(st) defined in Program 3.2. If st is a trivial assignment, this func-
tion returns a value number of the right-hand side of st. Notice that the
right-hand and left-hand sides of a statement are represented by rhs(st)
and [hs(st), respectively. If st is a function call, value generates a new
value number for st and returns the value number. Otherwise, the func-
tion translates each operand of expression or argument of ¢ function in the
statement into its value number at line 5, which is used to determine the
value number of the statement. When a new value number is assigned to st,
new Value increments the global variable value, and adds the value number
with the expression as a key to valueTable before returning the value num-
ber. wvalueTable is used for getting the value number of an expression if it
includes an entry for the expression, as shown in function getValue.

Program 3.3 shows functions checkPhiArg and checkPhiVal that deter-
mine whether the optimistic value numbering is performed, and checks cor-
rectness of the optimistic value numbering, respectively. checkPhiArg checks
whether each argument of the ¢ function has already been assigned a value
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Program 3.2 (Assigning value numbers)

Function: value(st)

// Arguments: st is a statement.

// Return value: a value number of st.

if (st is a trivial assignment) return get Value(rhs(st))

if (isFunc(st)) return newValue(lhs(st))

if (isPhi(st) A all value numbers of the arguments are same)
return the value number

Make ve by changing each operand of rhs(st) to its value numbers.

return getValue(ve)

—_

Function: newValue(ezp)

// Arguments: exp is an expression.

// Return value: a value number of st.
7: Increment value.
8: Record (exp, value), exp is a key of value, in hash-table valueTable.
9: return value

Function: getValue(ve)

// Arguments: ve is an expression whose operands are changed to

// corresponding value numbers.

// Return value: a value number of ve.

10: if (ve is recorded in valueTable as a key) return valueTable.get(ve)
11: else return newValue(ve) // Assign a new value number to ve.

number. If some arguments have no corresponding value number, and n
dominates the predecessors corresponding to the arguments, the arguments
are assigned the temporary value number 0. If n does not dominate the
predecessor, checkPhiArg returns false and assigns a new value number to
the ¢ function in a conservative manner.

The function checkPhiVal returns true if some ¢ functions are assigned
the same value number as some entries recorded in samePhis that is defined
in function numbering of Program 3.1. Otherwise, it returns false after
deleting the ¢ function in samePhis because the ¢ function needs to be
assigned to a different value number.

After completing value numbering, EDDPRE creates a path value occur-
rence table for each node by calling makePath Value Table shown in Program
3.4. Remember that this function uses CFG nodes rather than dominator
tree. This function uses a stack worklist to manage nodes. If there are some
nodes in the worklist, a node n is popped, and then n’s path value occur-
rence table is made. Whenever a value number is added into the path value
occurrence table, the successors of n are pushed to worklist. The process is
repeated until there is no node in the worklist.
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Program 3.3 (Determine whether optimistic value number is per-
formed and test its correctness)

Function: checkPhiArg(n)
// Arguments: n is a node of dominator tree.
// Return value: Decision of whether the optimistic GVN is performed.
1: let ans := false
2: for each ¢ function phi included in n
for each argument arg of phi
if (valueTable records the value number of arg as a key) continue
if (n dominates the corresponding predecessor)
Record (arg, 0) in hash-table valueTable.
ans = true
else
for each argument zarg that is assigned a value number 0 of phi
10: if (valueTable.get(zarg) = 0)
11: Remove the tuple of zarg from wvalueTable
12: return false
13: return ans

Function: checkPhiVal(n)

// Arguments: n is a node of dominator tree.

14: for each ¢ function phi included in n

15:  Get a value number v of phi by value(phi).

16:  Record (v, lhs(st)) in the local value occurrence table.

17:  Get a ¢ function p included in samePhis corresponding to lhs(st).
18: if (v is different from a value number of p)

19: traverseDomTree(n, true)

Program 3.4 (Make path value occurrence table)

Function: makePathValueTable()

// Note: this function is performed on CFG.
1: let worklist := {succ(start)}
2: while worklist # ()
3:  Get a node n by pop from worklist.
4: Let size be a size of n’s path value occurrence table pvot.
5:  Add value numbers of n’s local value occurrence table into pvot.
6: for all p € pred(n)
7 Add value numbers of p’s path value occurrence table into pvot.
8: if (size # the size of pvot)
9 worklist.push(succ(n))

3.3.3 Query Propagation

In this section, we explain how query propagation of PREQP is extended
to EDDPRE. EDDPRE propagates a query that checks if some expressions
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Figure 3.5: Effect of EDDPRE’s query propagation. (a) Original program.
(b) A result program.

have the same value number as e at each node. Before explain the detail of
extension, we show how query propagation of EDDPRE is carried out.

Example.

Consider the loop invariant expression x;+2 with value number is [7] at
Node 5 in Fig. 3.5 (a). EDDPRE propagates a query ”is [7] available?” to a
predecessor Node 4. There is no expression in Node 4 with value number [7];
therefore, the query is further propagated to two predecessors Nodes 3 and
5. Following this, the query propagated to Node 3 is further propagated to
Nodes 2 and 1 in this order, and then the answer false is returned to Node
4 as well as PREQP. By contrast, the query propagated to Node 5 obtains
the answer true because x1+2 itself is found at Node 5. The two answers
true and false mean that x;+2 is partially available at Node 4. Similar to
PREQP, EDDPRE makes it available by inserting the statement ti=x;+2
into Node 3 without checking its down-safety. Finally, EDDPRE replaces
x1+2 with t, as shown in Fig. 3.5 (b).

Although PREQP performs a copy propagation for the replaced expres-
sion in order to change lexical representation of some expression, EDDPRE
disuses copy propagation because of checking value numbering. Further-
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more, for the expression x;+3 at Node 6, the first occurrence of the value
number is Node 6; therefore, Node 5’s path value occurrence table does not
contain the value number. That is, EDDPRE results in false as soon as
propagating a query to only the predecessor Node 5 whereas PREQP has to
propagate a query to all the nodes.

End of Example.

To achieve this extension, EDDPRE redefines predicts, XAnswer, isReal,
DownSafe, and Local, as follows:

Definition 3.3.1. XAnswer of equation (3.1) and isReal of equation (3.3)
are extended for checking value numbers and ignoring transparency as fol-
lows:

XAnswer(e,n) “ (n # start) A (Local(e,n) V NAnswer(e,n)) (3.6)

isReal(e,n) 4 value number of e occurs in n V Z isReal(e, p)
pEpred(n)

Because EDDPRE checks occurrences with the same value as inquired
expression, the answer XAnswer is changed to ignore transparency that is
used in checking the lexical equality.

Definition 3.3.2 (Down-safety of EDDPRE). DownSafe of equation (3.5)
1$ also extended to check value numbers as follows:

DownSafe(e,n) pad (n # end) A H Local(€’, s) V DownSafe(e', s)
s€suce(n)

where ¢ = transPhi(e,n, s)

Definition 3.3.3 (Rules for the local answer to a query). Local(e,n) is
redefined for checking occurrence of e’s value number by the following rules,
which are checked when a query is propagated to node n:

(1) If n is a node where the query has already been propagated, and the
value number of the current e is same as the previous one, the answer
is true.

(2) If n is a node where the query has already been propagated, and the
value number of the current e is different from the previous one, the
answer is false.

(2°) If nis a node where no value number of the query occurred on any path
from the start to the exit of n, and the value number is not dependent
on the ¢ function, the answer is false.

(3) If n is the original node of the query, and the original query is also the
same as the current query, both the answer and isSelf (e, n) are true.
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(4) If nis a node where the value number of e has been recorded in its local
value occurrence table, both the answer and isReal(e,n) are true.

Pseudo Codes

To perform query propagation of EDDPRE, EDDPRE calls the function
eliminate shown in Program 3.5. For each expression, the function analyzes
local redundancies by localMap recording value numbers for occurrences at
the current node first. If the expression is locally redundant, it is replaced
with a variable holding the same value. Otherwise, it calls function propagate
to propagate a query after calling the function initialize for initializing the
global tables that are used to record expressions and value numbers in query
propagation. If the expression is redundant, it is replaced with the suitable
variable.

We describe the pseudo code of propagate in Program 3.6. propagate
determines an answer at the entry of node n after propagating queries to
predecessors. Lines 2—4 perform the preparation for propagating a new query
to the predecessors. transPhi of equation (3.2) is applied at line 2, and ne,
is then introduced to hold the return value. After obtaining the new query
nep, a new value number of ne, is determined at line 3, and the query is
then recorded in order to insert an expression into some predecessors at line
4. At line 5, function local is called to obtain an answer that corresponds
to XAnswer. Following propagations to all predecessors, the answer for n
is determined by the answers obtained from its predecessors under equation
(3.2). If the answer of this node is true, PRESR inserts expressions into the
predecessors where the answers are false, and then inserts the ¢ function.
Function local corresponds to equation (3.6).

Program 3.5 (Analysis redundancy)

Function: eliminate()
1: for each CFG node n in toporogical sort order
2:  Make a local occurrence map localMap

3: for each statement st of n
4:  if (—isEzp(rhs(st))V st is a trivial assignment) continue
5:  Get a value number val of st by value(st).
8 if (localMap.containsKey(val))
9: let predVar := localMap.get(val)
10: Replace rhs(st) with predVar.
11: else
12: Put (val, lhs(st)) into localMap.
12: Initialize global tables used during propagating a query.
13: Let originalN be n.
15: if (propagate(rhs(st),n))
16: Replace rhs(st) with the introduced temporal variable.

47



CHAPTER 3. EFFECTIVE DEMAND-DRIVEN PRE

Program 3.6 (Query propagation)

Function: propagate(e,n)
// Arguments: The inquired expression e, and visiting CFG node n.
// Return value: A tuple of isAvail, isReal, and isSelf that denote the
// answer of query at n, occurrence of e, and visited itself, respectively.
: for each p € pred(n)
Make a new array reference ne, by transPhi(e,p,n).
Determine a value number val, of ne,.
Record ne, in order to insert it at the exit of p later if it is necessary.
(isAvaily,, isRealy, isSelf,) = local(valy, ney, p)
if (Insertable(e,n) V [ eprean) iAvaily) // equation (3.2)
Insert ne, made at line 4 into predecessors whose isAvail, is false.
Insert a ¢ function into the entry of n.
return (true, 3 ¢ () iSR€aly, 3 rea(n) 159€lfp)
else
return (false, false, false)

—_ =

Function: local(val,e,n)

// Arguments: The inquired expression e, and visiting CFG node n.

// Return value: A tuple of isAvail, isReal, and isSelf that denote the

// answer of query at n, occurrence of e, and visited itself, respectively.

12: if (n is the start node) return (false, false, false)

13: if (condition of Rule (1) is satisfied) return (true, false, false)

14: if (condition of extended Rule (2) is satisfied) return (false, false, false)

15: Record wal in order to check Rules (1) and (2)

16: if (val is recorded in local value occurrence table of n)

17 if (n equals to originalN and e is same as the original expression)

18:  return (true, true, true) // Corresponding to Rule (3)

19: else

20:  return (true, true, false) // Corresponding to Rule (4)

21: else if (n’s path value occurrence table does not record val A
—dependPhi(e))

// Corresponding to Rule (2’)

22:  return (false, false, false)

23: else

24:  return propagate(e,n)

3.4 Experimental Results

We implemented EDDPRE as a low-level intermediate representation con-
verter using a COINS compiler [24]. To evaluate the benefits of EDDPRE as
accurately as possible, we compared EDDPRE with PREQP and PRE*2,
which applies PRE twice and copy propagation once between them. We
used the machine with Intel Core i5-2320 3.00GHz as a CPU and Ubuntu
12.04 LTS as an OS.
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Table 3.1: Execution time of objective code

Programs | A.PRE*2 B.PREQP C.EDDPRE (A-C)/A (B-C)/B
equake 69.1 sec 65.2 sec 65.5 sec 5.2% -0.5%
art 35.7 sec 36.1 sec 33.6 sec 5.9% 6.9%
mcf 34.3 sec 33.7 sec 33.7 sec 1.7% 0.0%
bzip2 73.3 sec 77.3 sec 75.4 sec -2.9% 2.5%
gzip 103 sec 100 sec 99 sec 3.9% 1.0%
ammp 119 sec 118 sec 120 sec -0.8% -1.7%
vpr 68.4 sec 72.2 sec 65.9 sec 3.7% 8.7%
parser 102 sec 105 sec 104 sec -2.0% 1.0%
twolf 110 sec 110 sec 108 sec 1.8% 1.8%

Table 3.2: Analysis time

Programs APRE*2 B.PREQP C.EDDPRE (A-C)/A (B-C)/B
equake 1,949 msec 879 msec 677 msec 65.3% 23.0%
art 384 msec 423 msec 271 msec 29.4% 35.9%
mcf 998 msec 866 msec 374 msec 62.5% 56.8%
bzip2 1,018 msec 1,104 msec 745 msec 26.8% 32.5%
gzip 2,669 msec 1,952 msec 1,087 msec 59.3% 44.3%
ammp 10,959 msec 6,035 msec 3,532 msec 67.8% 41.5%
vpr 5,047 msec 4,574 msec 2,498 msec 50.5% 45.4%
parser 3,744 msec 3,945 msec 2,265 msec 39.5% 42.6%
twolf 36,012 msec 14,484 msec 10,546 msec 70.7% 27.2%

We evaluated the effects of EDDPRE using three programs (equake, art,
and ammp) from CFP2000 and six programs (mcf, bzip2, gzip, vpr, parser,
and twolf) from CINT2000 in the SPEC benchmarks.

Table 3.1 shows the execution time results for PRE*2, PREQP, and
EDDPRE. Regarding PREQP and EDDPRE, most of the programs were
improved or matched when using EDDPRE. In particular, the efficiency of
art and vpr were improved by about 6.9% and 8.7%, respectively. EDDPRE
can eliminate more redundancies than PREQP because EDDPRE uses op-
timistic value numbering. However, compared with PRE*2, moving loop
invariant expression speculatively may decrease the execution efficiency as
well as PREQP.

Table 3.2 shows the analyzing time results for PRE*2, PREQP, and ED-
DPRE, all of which were improved by applying EDDPRE. In particular, the
efficiency of twolf was improved by about 70.7% compared with PRE*2. The
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Table 3.3: The time of query propagation

Programs | A.PREQP B.EDDPRE (A-B)/A
equake 661 msec 265 msec 59.9%
art 311 msec 74 msec 76.2%
mef 667 msec 79 msec 88.2%
bzip2 837 msec 279 msec 66.7%
gzip 1,447 msec 260 msec 82.0%
ammp 4,516 msec 1,102 msec 75.6%
vpr 3,369 msec 773 msec 77.1%
parser 2,964 msec 753 msec 74.6%
twolf 10,662 msec 2,635 msec 75.3%

Table 3.4: The number of nodes which query propagated

Programs | A.PREQP B.EDDPRE A-B
equake 31,884 37,328 -5,444
art 10,149 5,949 4,200
mcf 10,271 3,503 6,768
bzip2 37,719 21,626 16,093
gzip 43,167 18,844 24,323
ammp 169,749 90,815 78,934
vpr 108,917 64,483 44,434
parser 96,056 53,484 42,572
twolf 497,177 343,105 154,072

efficiency of mcf was also remarkably improved by about 56.8% compared
with PREQP.

Furthermore, Table 3.3 shows the query propagation time results for
PREQP and EDDPRE, all of which were improved by applying EDDPRE.
In particular, the efficiency of mcf was remarkably improved by about 88.2%.
The number of nodes propagated by the queries using the two techniques
is shown in Table 3.4, where EDDPRE visited fewer nodes than PREQP
other than equake. PREQP does not generate queries for the expressions
with operands that are defined in the node, whereas EDDPRE generates
queries for the expressions because EDDPRE does not consider the defi-
nition. Thus, it is possible to that EDDPRE generates more queries than
PREQP. However, the analytical efficiency of EDDPRE was better than
PREQP, as shown in Table 3.3, because the answers to queries are obtained
immediately for non-redundant expressions and EDDPRE does not need to
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apply copy propagation.

3.5 Related Work

The original PRE technique was proposed by Morel and Renvoise [57], which
uses bi-directional data-flow analysis. This technique can eliminate some
redundant expressions and move loop invariant expressions out of loops, but
some redundant expressions are not removed because the technique does not
insert expressions at not down-safe nodes.

In general, most PRE techniques increase the register pressure because
the live-range of variables are extended by inserting expressions. To suppress
the register pressure, a variant of PRE, LCM, was proposed [51, 52]. LCM
moves expressions as early as possible as the first code motion, and then
delays the expressions as late as possible as the second code motion. The first
code motion enables eliminating all of the removable expressions, and the
second one enables minimizing the live-ranges of the variables. Bodik et al.
proposed another variant of PRE that eliminates all redundant expressions
by copying certain parts of the program [5]. However, the copying process
can change the reducible loops into irreducible loops. It is not possible
for this technique to be used with other optimization techniques that are
assumed to be applied to reducible program. For such a technique, the
translation from an irreducible program into a reducible program may be
effective, but tends to increase the program size. These PRE techniques need
to apply copy propagation repeatedly to catch second-order effects. Kennedy
et al. proposed PRE on SSA, SSAPRE, which exploits the properties of the
SSA form [49]. SSAPRE produces a factored redundancy graph (FRG) for
each expression, and then applies PRE to the FRG, which decreases the
analyzing cost because of the sparse structure of the FRG. However, some
redundancies are not eliminated because SSAPRE is based on the lexical
equality of expressions.

GVN was extended from the local approach by Rosen et al. [67]. The
GVN utilizes a hash-table to record the value numbers of each node. Expres-
sions are moved up nodes to check whether the expression is recorded in the
hash-table of the node, and then redundant expressions are eliminated. This
technique uses query propagation and the loop information to analyze fully
redundancy; therefore, it depends on the control flow structure. Further-
more, the technique requires the iterative applications of copy propagation
repeatedly as well as PREQP. EDDPRE does not depend on any program
structure, and performs the analysis efficiently because it does not need to
use the loop information and copy propagation. Alpern et al. proposed an-
other GVN technique that uses partitioning on a dependence graph of SSA,
which is called value graph, to detect congruent expressions as candidates of
redundant expressions. Because their technique calculates congruent parti-
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tions as maximal flow points, it can detect congruent expressions with some
induction variables [3]. However, redundancy elimination techniques based
on their congruence cannot handle some redundant expressions eliminated
by traditional techniques because of the value graph structure including ¢
functions. Ruthing et al. proposed a technique that canonicalizes the value
graph with regard to the ¢ functions to remove the structure constraint [69],
but its analysis is costly. Nie and Cheng proposed a technique based on the
SSA form for sparse analysis, which eliminates as many redundant expres-
sions as Ruthing’s technique [59]. Click proposed a technique that extended
Alpern et al.’s technique by moving loop invariant expressions out of the
loops [21]. This technique requires the loop structure information because
it moves expressions downward without moving into the loop, after moving
upward speculatively.

Cooper and Xu proposed a technique that eliminates all of the fully re-
dundant load instructions, which combined GVN with common sub-expression
elimination [26]. This technique handles the redundancies by assigning a
value number to a tuple with the operator of the store/load instruction
and the value number of the address. VanDrunen and Hosking proposed
a technique that eliminates partially redundant expressions based on the
value number based method [81]. This technique defines the availability
and anticipability based on value number, but needs to be repeatedly ap-
plied to eliminate all of the redundant expressions because it is not based on
the data-flow equation of pure PRE. Odaira and Hiraki proposed the par-
tial value number redundancy elimination (PVNRE) that combines GVN
and PRE [60]. PVNRE maps the value numbers of the ¢ function and its
arguments to another value number to eliminate lexically different partial
redundancy. PVNRE defines that back edges are not transparent to pre-
vent the movement of expressions with induction variables outside of the
loop. The transparency of back edge means PVNRE is only applicable to
programs without any irreducible loop. By contrast, EDDPRE does not
depend on any control flow structure, and enables moving loop invariant
expressions outside the loop speculatively.

3.6 Summary

In this chapter, we proposed a new effective demand-driven PRE (EDDPRE)
that eliminates more redundant expressions than previous techniques by us-
ing optimistic value numbering and effective query propagation and record-
ing occurrences of the value numbers. To demonstrate its effectiveness, we
applied EDDPRE to several benchmark programs, which showed that ED-
DPRE improved efficiency of the analysis in all cases and the execution
efficiency of generated object code in most cases.
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Chapter 4

Demand-driven Scalar
Replacement

In this chapter, we describe the algorithm of PRE-based scalar replacement
(PRESR). Section 4.1 explains the motivation for PRESR. Section 4.2 sum-
marizes the related works. Section 4.3 defines array reference representation.
Section 4.4 gives the details of PRESR. Section 4.5 shows experimental re-
sults to demonstrate the effectiveness of PRESR, and Section 4.6 summarizes
PRESR.

4.1 Motivation

PRE removes redundant expressions, and moves loop invariant expressions
out of loops. Traditional PRE lexically detects partially redundant expres-
sions based on data-flow equations, and then inserts expressions at suitable
points to make them fully redundant, thereby removing them. PRE is a
powerful code optimization technique; however, it poses two issues. First,
each application of PRE has the potential for exposing other redundant ex-
pressions; therefore, copy propagation must be performed to reveal their
lexical redundancy. The process tends to increase analysis costs. Second,
PRE cannot be applied across several loop iterations. This restriction does
not permit PRE to manage redundant expressions over some iterations, such
as array references with various induction variables as their indices.

To address the first issue, we have proposed EDDPRE that is defined in
Chapter 3. For each program represented in SSA form, EDDPRE applies
GVN, and then for each expression e, backwardly propagates a query to
determine if e is available in terms of its value number. An answer true
means that e is available on the path on which the query was propagated
whereas false means that it is not. The query generated at the origin of e is
duplicated every time it is propagated to a join point. Consequently, in case
where the answers are both true and false, EDDPRE inserts expressions
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Figure 4.1: Effect of PRESR. (a) Original program. (b) After applying
PRESR.

with the value numbers derived from e at each node where a false was
obtained in order to make e fully redundant.

In this chapter, we address the second PRE issue by extending EDDPRE
in order to remove redundant array references across several iterations of a
loop in a manner similar to scalar replacement [15, 16, 66]. We call this
extended EDDPRE PRESR. Compared to traditional scalar replacement
techniques, PRESR can remove redundant array references over iterations
with the following two features: 1) PRESR can be applied to any type of con-
trol flow structure without altering any loop structure, including irreducible
loops, and 2) PRESR determines the most appropriate insertion points in
a program through a single application. The first feature is useful because
changing program structures may increase its size and number of instruc-
tions, such as goto instructions. The second feature contributes to reducing
the number of instructions, such as trivial assignments and initializations.

PRESR propagates a query for each array reference. If the inquired array
reference has some induction variables in its index, and the related query is
propagated to the definition of the variable, then the query is modified by
replacing the induction variables with the right-hand side of the definition.
This modification enables a query to check previous iterations.

Example.
Consider the array reference alis-1] at Node 2 in Fig. 4.1 (a). PRESR
backwardly propagates a query ”Is the value number of a[is-1] available?”
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for the array reference from Node 2 to its predecessors, Node 1 and Node 2.
At this time, since there is a ¢ function that defines i and uses i and ij
as arguments at Node 2, queries regarding a[i;-1] and a[i3-1] are propa-
gated to Nodes 1 and 2 as well as EDDPRE. Once the query is propagated to
Node 1, false is obtained as an answer. On the other hand, for the query re-
garding a[i3-1] propagated to Node 2, the definition ig=is+1 of i3 is found
at Node 2. Once a definition of an induction variable such as i3 has been
found, the variable is replaced with the right-hand side of its definition— in
this case ia+1 —to check availability in the previous iteration. Hence, a new
query regarding a[is] is generated and continuously propagated. Further-
more, applying the same process to the al[is] results in a query regarding
alio+1] at Node 2. Because an array reference, a[is+1], identical to the
inquired expression is found on the left-hand side of a statement at Node 2;
therefore, the query gets the answer true. Consequently, as both true and
false are obtained at the predecessors of Node 2, a[is] is found to be par-
tially available at Node 2. In this case, to make it available, PRESR inserts
a statement ti=al[i;] into Node 1, where the answer false was obtained.
Furthermore, to carry the value of x; or t1 to the point where the query was
initiated, PRESR inserts a ¢ function to=¢2(t1,x1) at the entry of Node 2.
Following the insertion, the answer of query a[is] at Node 2 is found to be
true. Thus, once a query obtains an answer at a node, the answer is returned
to the successor node. Hence, true is returned through the back edge to the
successor 2. As a result, as well as the preceding process, true is obtained
at Node 2 for the initial query regarding a[iz-1] following the insertion of
statement tz=a[i;-1] into Node 1 and a ¢ function t4=¢2(t3,t2) into Node
2. The ¢ function contributes to carrying the value of a[iq-1] or a[is+1].
Finally, PRESR replaces alis—-1] with t4 as a redundant array reference,
as shown in Fig. 4.1 (b). Throughout this process, PRESR inserts compen-
sation code, such as t1=al[i;] and tg=al[i{-1], at the most suitable points
without checking the loop-nest level. Thus, PRESR can remove redundant
array references at any level in a nested loop, such as as[is-1] at Node 5
in Fig. 4.4.

End of Example.

The contributions of PRESR are summarized as follows:

e PRESR uses only pure SSA form for removing array references to be
redundant in some iterations.

PRESR can be easily implemented and combined with other SSA
based optimization techniques in any compiler.

e PRESR can be applied to irreducible as well as reducible loops, and
removes redundant array references at any nest-level in a nested loop.
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Because query propagation does not depend on control flow struc-
tures, PRESR can be applied to programs that include some irre-
ducible loops, which may be generated by aggressive optimizations
[25], such as instruction aggregation [34] and removing redundan-
t/dead expression[5, 6], apart from the single application of traditional
scalar replacements.

e PRESR detects redundant array references, simultaneously inserting
initializations for scalar temporaries, the insertion points suitable for
which are globally determined as compensation code.

Traditional scalar replacement techniques first detect redundant array
references and then determine where to insert the compensation code.
PRESR inserts array references and ¢ functions as compensation code,
based on the answers returned from each query.

e PRESR removes redundant array references on demand.

It is known that demand-driven analysis of PRE is more efficient than
exhaustive analysis techniques [78].

4.2 Related Work

In this section, we compare PRESR with traditional scalar replacement and
register promotion studies, revealing the differences between them.

4.2.1 Scalar Replacement

Scalar replacement is a code optimization technique that removes reuses
of array references beyond loop iterations, to improve the effect of register
allocation. The first technique was proposed by Callahan et al. [15]. Their
technique detects redundancy by using a dependence graph; therefore, it is
able to remove redundant array references included only in the innermost
loops that consist of only one basic block.

Carr and Kennedy extended the original technique to manage control
flow by incorporating PRE [16]. This is one of the most general techniques
for scalar replacement; however, it includes an assumption regarding control
flow that may limit its usefulness. The assumption is that this technique
can be applied only to the innermost loops which have to be reducible.

Rishi et al. proposed a scalar replacement based on array SSA form that
can manage control flow within and across loop iterations [66]. Their tech-
nique extended array SSA form, which is proposed in [33], to capture the
availability of previous iterations by inserting header ¢ nodes at loop head-
ers. To insert the nodes, it is necessary to assume that every loop has only
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one incoming edge. Thus, their technique cannot remove array references
that are included in irreducible loops. Although irreducible loops can be
converted to reducible ones, the conversion process increases program size
and analyzing costs. In addition, their technique introduces scalar tempo-
raries that contain the values of redundant array references and removes the
array references by replacing them with the temporaries. These processes
are performed on the original input program. The code to initialize the
scalar temporaries is inserted in the loop preheader. After transforming the
program, the array SSA form must be reconstructed before any subsequent
phase that eliminates redundant memory instructions, because the array
SSA form depends on the occurrence of memory operations. These analyz-
ing and transforming processes must be applied iteratively in each nesting
level of the loop-nest tree beginning with the innermost loop, to remove all
redundant array references.

In contrast, the process of analysis and transformation programs used in
PRESR is comparatively simpler. If array references are determined to be
partially available at certain nodes, modified array references are inserted
in nodes that return false as a query answer. Because the propagation is
independent of the control flow structure, array references can be inserted
in the most appropriate nodes over the entire program, e.g. moving loop
invariant array references out of loops over the several nesting levels of them.
In addition, PRESR inserts ¢ functions to capture different values as well as
EDDPRE, because PRESR is performed on pure SSA form. The ¢ functions
can also enable reusing values across iterations. That is, PRESR does not
require inserting copy assignments in loop bodies, unlike traditional scalar
replacement techniques. This process can also be applied to irreducible loops
as well as reducible loops without transforming loop structures, including
zero-trip loops.

4.2.2 Register Promotion

Lu and Cooper proposed a register promotion that moves explicit memory
references outside loops by using point-to analysis with data-flow analysis
[56]. Lo et al. proposed a technique based on sparse PRE [55]. Their
technique constructs a loop-nest tree, and then it speculatively moves mem-
ory references outside loops. These techniques replace memory references
with register references, similarly to scalar replacement; however, these tech-
niques do not remove redundancies across several iterations.

Bodik et al. proposed a path-sensitive register promotion that detects
numerous redundant references across several iterations [7]. Their technique
is based on a value name graph (VNG), which consists of address value slices.
First, symbolic slices of the address operand are created by backwardly prop-
agating addresses on the CFG. Then, the equality among the slices, which
are initially separated, is exposed by GVN, so that address value slices are
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obtained. Their technique assumes that the redundancies are removed on
the VNG. The VNG creation process is similar to the analysis in PRESR, be-
cause these processes use GVN and backwardly propagate addresses or array
references on the CFG. However, PRESR removes them immediately after
detecting the redundancy, by speculative movement. PRESR can remove
redundant array references more rapidly than the Bodik et al.’s approach.

4.3 Array Reference Representation

We assume that every array reference appears only in either the left-hand
side or the right-hand side of a statement. That is, a procedure call f(a[i])
is split into two statements such as ¢t = a[i] and f(¢), and a store statement
with nested array references a[i] = ala[i — 1]] is split to three statements
such as t = ali — 1], to = a[t] and ali] = .

Similar to EDDPRE, each CFG node represents a basic block in PRESR.
In case where store statements can be executed between load statements that
access the same address, the results of the load operations may be different.
To distinguish these load statements, the different versions are attached to
the name of the arrays in the same way as scalar SSA form, such as a;[i;].

We assume that the assignment to an array element defines the array
itself; therefore, the name of the array is distinguished for each definition
of the element. In addition, our SSA form increments the version number
for arrays where a ¢ function is inserted in scalar SSA form. These version
numbers for the arrays are managed in hash-table arrayVersion[n]. This
hash-table is used to determine which version number was the largest at the
exit of each node whenever a query has been propagated to predecessors.

Example.

Consider the array reference ag[i1] at Node 4 in Fig. 4.2. Because there
is a store statement at Node 3, the version number is incremented. If it was
the definition of a scalar variable, a ¢ function would be inserted at the entry
of Node 4. However, it is an array reference; therefore, as mentioned above,
PRESR implicitly increments the version number at nodes where ¢ functions
should be inserted in scalar SSA form, instead of inserting the ¢ function.
Thus, in our SSA form, the left-hand side of the store statement, as [i1], is
lexically different from ag[i1] in Fig. 4.2, although they contain the same
value. To detect the redundancy, PRESR changes the version number when
propagating a query to each predecessor by using arrayVersion shown in
Table 4.1. For example, in Fig. 4.3, PRESR identifies that the ag[i;] is
partially redundant by propagating a; [i;] and as[i;] to predecessors 2 and
3, respectively. Finally, the result shown in Fig. 4.3 can be obtained.

End of Example.
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1
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Xi1=adi[1la1
2 3az[i1]=i1

.\ J

’ _ . \Q’
Is the value number ~ 4| Z2=as[11]| ** |5 the value number
of a;[i;] available? of a,[i,] available?

Figure 4.2: An example program after attaching versions for arrays. When
PRESR propagates a query for az[i;], its attached version is changed by
using array Version, as displayed in Table 4.1.

Table 4.1: arrayVersions from Fig. 4.2

node number array version
1 1
2 1
3 2
4 3
1
./ X1=a1[i1]
2(ti=a1[1 3 . .
1=a1[11] a2[11]=11

N

t2=(P4(i1,t1)
z1=t>

Figure 4.3: Resulting program after applying PRESR to Fig. 4.2.

4.4 Demand-driven Scalar Replacement

PRESR extends optimistic GVN and query propagation of EDDPRE to
manage array references. In particular, in the query propagation, some
operands of inquired expression have to be replaced with the right-hand
side of their definitions when the query is propagated to their definitions in
order to achieve the query propagation across several iterations.
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4.4.1 Value Numbering for Array References

In addition to assigning a value number to each scalar expression, as defined
in Section 3.3.2, PRESR also assigns value numbers to array references.
The value number of an array reference a[i1] is defined by the tuple of an
operator [] and the value numbers of the start address a; and index ;. If
the same tuple is found in the hash-table, its value number is assigned to
the array reference; otherwise, a new value number is assigned to the array
reference. Subsequently, the value number is recorded, rending the tuple a
key in the hash-table. Similar to scalar expressions, these value numbers are
recorded in the local value occurrence table and the path value occurrence
table at each CFG node.

4.4.2 Redundancy Removal over Iteration

PRESR propagates a query for each array reference. The query propagation
is basically same as EDDPRE, except for three extensions. First, Local is
modified to allow a query to iteratively visit the same node, considering
aliases. Second, XAnswer is modified for replacement of variables. Third,
PRESR weakens the condition for speculative insertion in order to increase
opportunities for removing redundant array references.

Extension of Local.

As shown how PRESR removes redundant array reference beyond the loop
iterations with the motivation example in Section 4.1, a query should be
iteratively propagated to a node. Moreover, for safe code motion, the aliases
of memory references must be checked. The modified rules of Local are as
follows:

Definition 4.4.1 (Rules for a local answer to a query). Local(e,n) is re-
defined for iteratively propagating queries to a node by the following rules,
which are checked when a query is propagated to node n:

(1) If n is a node where the query has already been propagated, and the
value number of the current e is same as the previous one, the answer
is true.

(2) If n is a node where the query has already been iteratively propagated
beyond a certain number of times, according to the number of bound-
aries, and the value number of the current e is different from the
previous one, the answer is false.

(2’) If nis a node where no value number of the query occurred on any path
from the start to the exit of n and the value number is not dependent
on the ¢ function, the answer is false.
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(3) If n is the original node of the query, and the original query is also same
as the current query, both the answer and isSelf (e,n) are true.

(4) If nis a node where the value number of e has been recorded in its local
value occurrence table, both the answer and isReal(e,n) are true.

(4°) If n contains any aliases of store statements, the answer is false.

Rule (2) of EDDPRE returns false if a query has already propagated
twice to the same node. PRESR increases the number until it is the same
as a threshold that is initially given as a parameter visitLimNum.

Extension of XAnswer.

To check redundancy in a previous iteration, PRESR extends equation (3.6)
to replace each variable with the right-hand side of its definition, and then
checks redundancy for the new query. Let replaceOp(e,n) be a function
that performs the replacement of the variable of e if n is a node where the
operands are defined.

Definition 4.4.2 (XAnswer of PRESR). Let ¢’ be the result of replaceOp.
To replace variables, XAnswer is redefined as follows:

XAnswer(e,n) p=i (n # start) A (Local(e,n) V
NAnswer(e,n) if e=¢
Local(e',n) Vv NAnswer(e',n) otherwise

) (4.1)

XAnswer(e,n) first checks the occurrence of the value number of e if
n is different from the start node. If the value number does not occur in
n, replaceOp is called. The result of the replacement is represented as €’.
Following the replacement, XAnswer checks the occurrence of the new value
number of ¢’. If there is no occurrence of the new value number in n, a query
for €’ is propagated to predecessors by NAnswer.

Extension of speculative insertion.

PRESR weakens the condition for the speculative insertion. This insertion is
performed when some variables in an expression are replaced with the right-
hand side of their definitions. This extension increases the opportunity for
removing redundant array references.

Example.

Consider the ap [12-1] at Node 6 in Fig. 4.4 (a). ag[i2-1] has the same
value as the as [i9+1], which is defined two iterations prior, and as [is+1] is
outside the innermost loop. The redundant array reference can be removed
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L
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to=C1[i2]
2 4 az[i2+1]=to
) L
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6|bs[ja+1]=a2[12-1]+b2[j2-1] bs[j2+1]=t1
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Figure 4.4: Effect of PRESR. (a) Original program. (b) After applying
PRESR.

by inserting two statements, to=a; [1] and t4=a; [0], into Node 2, and two
¢ functions, tsz=¢s3(te,tg) and ts=¢3(t4,t3), into Node 3 as shown in Fig.
4.4 (b). However, Node 2 is not down-safe for these two statements. That
is, in order to remove the array reference, the array references should be
speculatively inserted. Note that although bs[j2-1] can be removed by
traditional scalar replacement techniques, they cannot remove ag[io-1] by
single application.

End of Example.
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Definition 4.4.3 (Insertion of PRESR). To speculatively insert array ref-
erences, Insertable (equation (3.4)) is redefined as follows:

AlgRepl(e,n) b2y e # replaceOp(e,n) V Z AlgRepl(e, p) (4.2)
pEpred(n)
Insertable(e,n) “ Z isReal(e,p) A
pEpred(n)
(DownSafe(e,n) Vv Z isSelf (e, p) vV AlgRepl(e,p))
pEpred(n)

AlgRepl(e,n) indicates that some variables of e are replaced with the
right-hand side of the definition at n, or there are predecessors of n that
satisfy this predicate.

Pseudo Codes

We show pseudo codes of PRESR’s query propagation in Program 4.1 and
Program 4.2 that define functions propagate and local. PRESR extends
function propagate to check whether some operands are replaced with the
right-hand side of their definition for calculating AlgRepl of equation (4.2)
at line 6. Further, PRESR extends function local to check the extended
Local property at lines 11-17.

Program 4.1 (Query propagation)

Function: propagate(e,n)
// Arguments: The inquired expression e, and visiting CFG node n.
// Return value: A tuple of isAvail, isReal, and isSelf that denote the
// answer of query at n, occurrence of e, and visited itself, respectively.
: for each p € pred(n)
Make a new array reference ne, by transPhi(e,p,n).
Determine a value number val, of ne,,.
Record ne, in order to insert it at the exit of p later if it is necessary.
(isAvaily,, isRealy, isSelf,) = local(valy, ney, p)
algRepln] =3 ¢ rea(n) algRepl[p]
ift (Insertable(e,n) V [ ] epreqn) iAvaily) // equation (3.2)
8: Insert ne, made at line 4 into predecessors whose isAwvail, is false.
9: Insert a ¢ function into the entry of n.
10:  return (true, Y, eq(n) 15R€aly, 3 e pred(n) 155€lfp)
11: else
12:  return (false, false, false)

=
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Program 4.2 (Analysis occurrence of value number)

Function: local(val,e,n)

// Arguments: A value number val, the inquired array reference e, and visiting

// CFG node n.

// Return value: A tuple of isAvail, isReal, and isSelf.

: if (n is the start node) return (false false false)

if (the condition of Rule (1) is satisfied) return (true, false, false)

Record wal in order to check Rules (1) and (2)

Increment the visited number of n

if (val is recorded in local value occurrence table of n)
if (n equals to originalN and e is same as the original expression)

return (true, true, true) // Corresponding to Rule (3)

else

10:  return (true, true, false) // Corresponding to Rule (4)

11: else if (some operands of e are defined in n)

12:  Make new array reference ne by replaceOp.

13:  Let nval be a value number of ne.

14:  algRepln] := (ne # e)

15:  return local(nval, ne,n, true)

16: else if (the condition of Rule (4) is satisfied)

17 return (false, false, false)

18: else

19:  return propagate(e,n)

4.5 Experimental Results

We implemented PRESR as a low-level intermediate representation con-
verter using a COINS compiler. We evaluated the effects of PRESR using
loops from four programs (gzip, parser, bzip2, and twolf) from CINT2000,
and two programs (art and equake) from CFP2000 in the SPEC bench-
marks. We conducted various experiments on a machine equipped with a
Xeon E5-1660 3.3GHz CPU and Debian 64bit OS. We set 3 to visitLimNum
in this experiment, because this number is sufficient to detect redundancy
for SPEC2000 benchmark programs.

To evaluate the benefits derived from PRESR, we compared it with TSR,
as follows:

TSR applies traditional scalar replacement that is proposed in [16].

PRESR converts normal form to SSA form, applies PRESR, and converts
SSA form back to normal form.

Table 4.2 and Table 4.3 list the execution time and dynamic load instruc-
tion count that was measured by PAPI [62] interface when TSR and PRESR
were applied to the loops of the programs listed above. The performances
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Table 4.2: Results of execution time

Program | TSR Time (sec)  PRESR Time(sec)  Improvement
gzip 771 76.0 1.4%
parser 85.0 83.7 1.5%
bzip2 64.6 63.4 1.9%
twolf 100 97.9 2.1%
art 32.6 31.5 3.4%
equake 27.7 27.0 2.5%

Table 4.3: Results of the dynamic number of load statement

Program | TSR Loads =~ PRESR Loads  Decrease
gzip 9.17E+10 8.58E+10 6.4%
parser 1.41E+11 1.34E+11 4.4%
bzip2 1.06E+11 9.71E+10 8.1%
twolf 1.04E+4+11 9.93E+10 4.8%
art 7.13E4+10 5.12E+10 28.2%
equake 7.83E+10 7.15E+10 8.7%

of all the programs were improved when PRESR was applied. In particular,
the execution efficiency of art was improved by about 3.4%. The dynamic
number of executed load instructions for art decreased about 28.2%.

Next, we evaluated the analysis costs of PRESR, to demonstrate that
PRESR’s analysis is more efficient than the iterative application of the ex-
haustive technique. In this evaluation, we compared PRESR with PRE*2
and EDDPRE_MEM, as follows:

PRE*2 applies PRE twice, and also applies copy propagation between the
two applications of PRE.

EDDPRE_MEM applies EDDPRE only to array references.

Figure 4.5 shows the ratio of analysis time of EDDPRE_MEM and PRESR
to PRE*2. As demonstrated by the results, comparing PRESR with PRE*2,
all programs were improved by applying PRESR. In particular, the improve-
ment was about 67.9% in twolf. In contrast, comparing PRESR with ED-
DPRE_MEM, the analysis cost increased twice in all programs, though the
number of iterative visits was less than wvisitLimNum.

In general, scalar replacement uses register spill moderation to suppress
spills. In the evaluation, we applied only PRESR or traditional scalar re-
placement without the register spill moderation. It is straightforward to
combine PRESR with the register spill moderation, because PRESR can
simply decide not to be redundant without query propagation if the register
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Figure 4.5: Ratio of analyzing costs, compared with exhaustive style of PRE.

spill moderator determines that registers are full. In addition, it would be
effective to preferentially remove more costly array references such as [66].
If PRESR could had a list of array references sorted according to their cost,
it could stop removing them in the case of no register available for removing
them.

4.6 Summary

In this chapter, we proposed a demand-driven scalar replacement technique
called PRESR that can remove all redundant array references from any
level of loop in a single application without restriction to input control flow
structures. PRESR removes redundant array references by applying query
propagation. To detect redundancies across several iterations, the operand
of the query is replaced with the right-hand side of the definition statement,
if the query is propagated to a node that includes the statement. To show
its effectiveness, we applied PRESR to several benchmark programs. The
result showed that PRESR improved the execution efficiency of objective
code in all cases. In future work, we intend to devise an additional tech-
nique to removes unnecessary store instructions based on query propagation
techniques such as PRESR.
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Chapter 5

Global Load Instruction
Aggregation

In this chapter, we describe the algorithm of multidimensional global load in-
struction aggregation (MDGLIA). Section 5.1 explains the motivation of this
technique. Section 5.2 summarizes the related works. Section 5.3 gives pre-
liminary definitions needed for the purpose of explaining MDGLIA, and sum-
marizes lazy code motion (LCM). Section 5.4 gives the details of the exten-
sion of LCM to MDGLIA. Section 5.5 shows experimental results to demon-
strate the effectiveness of MDGLIA. Section 5.6 summarizes MDGLIA.

5.1 Motivation

Most modern processors have some cache memories that are much faster
than a main memory. Whenever the processor needs the data at address
r in main memory, cache memory is checked whether a copy of the data is
stored in the cache memory first. At this time, it is called cache hit if the
data at x is found in cache memory; otherwise, it is called cache miss. In
the case of the cache hit, because the data is obtained without any accessing
main memory, the program is executed without stalling. Conversely, once
the cache miss occurs, the processor fetches the data around z in the main
memory and places them in the cache memory for cache hits later. In this
case, the reference to x not only causes significant delay because of the
fetching but also removes the old data in the same cache line. This means
that continuous accesses to addresses that are distant each other in the
main memory may result in cache misses, which can decrease the execution
efficiency of the program.

Once a data at a specific array index is loaded from main memory, it
is placed in cache memory along with other data belonging to the same
array. Therefore, if the accesses to the same array are executed contin-
uously, they may contribute to the cache hits. Furthermore, considering
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Figure 5.1: An example of a cache miss that is a target of MDGLIA.

that a multidimensional array represents an array of lower dimensional ar-
rays, preferentially aggregating references with same indexes more in higher
dimensions may further decrease cache misses.

Example.

Consider the array reference al[i] [j+1] in Fig. 5.1. In this chapter,
for ease of explanation, we assume that cache memory is directly mapped
without loss of generality. That is, when the data are transferred from
the main memory to the cache memory, the cache line is determined by
the memory address modulo of the number of lines in the cache memory.
The referenced data of a[i] [j+1] is copied on the cache memory after the
execution of array reference a[i] [j], but the execution of a[k] [1] may
expel it. Therefore, a[i] [j+1] will get a cache miss. However, this cache
miss can be prevented by moving a[i] [j+1] immediately before a[k] [1].

End of Example.

We present a new cache optimization technique, MDGLIA, that contin-
uously aggregates the array references with the same indexes more in higher
dimensions. MDGLIA extended LCM to aggregate array references, without
sacrificing the removal effects of redundant expressions. MDGLIA computes
how many indexes of each array reference preceding a moved candidate are
same as ones of the candidate, and then MDGLIA moves the candidate to
the program points close to the references with the same indexes most in
higher dimensions.

Example.

Consider array references in Fig. 5.2 (a). Aggregation is applied to each
array reference traversing CFG in the topological sort order. First, MDGLIA
moves the array reference a[k] [1] immediately before the array reference
b[i] because the execution of b[i] between al[i] [j] and al[k] [1] may
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x=a[i][]]
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t=a[k][1]
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Figure 5.2: Effectiveness of MDGLIA. (a) Original code. (b) Result of
applying MDGLIA.

cause the data of al[k] [1] to be removed from the cache memory if the
data of b[i] shares some cache lines for a[k] [1]. Here, MDGLIA makes
a new Node 5’ for the moved array reference. Next, consider a[i] [j+1] at
Node 6. Although a sub-array a[i] is accessed at Nodes 3 and 6, another
array b and sub-array a[k] are accessed between them. Hence, the data of
al[i] [j+1] may be removed from the cache memory after the execution of
them. MDGLIA moves a[i] [j+1] immediately before a[k] [1] as shown
in Fig. 5.2 (b).

End of Example.

The advantages of MDGLIA are summarized as follows:

e MDGLIA not only removes redundant array references but also de-
creases the number of cache misses, considering array dimensions.

e MDGLIA suppresses spills without decreasing the effect of preventing
cache miss.

5.2 Related Work

5.2.1 Cache Optimization

Once a data in the memory is used, it tends to be used again in the near
future, and the data stored around it tends to be used in much of the
program. These two phenomena are called temporal locality and spatial
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locality, respectively, which are utilized in order to improve the execution
efficiency of the programs through cache memories. Popular techniques for
enhancing the localities are due to transforming loop structures [1, 4, 44].
Although these techniques often greatly improve the execution efficiency of
a program, its application tends to be limited to specific control structures
such as a simple loop. However, MDGLIA is based on global code motion,
which does not have to change the control structure of a program; therefore,
MDGLIA can be applied to any programs.

There are some techniques that improve cache efficiency based on data
layout. Cache-conscious data placement (CCDP) [14] reduces the cache
conflict misses by considering the data layout. CCDP uses the temporal
relationship graph (TRG). In the TRG, the nodes represent objects (e.g.,
functions, arrays, and global variables) to be placed into the data cache.
The edges between the objects represent the estimated number of cache
misses that would occur if the two objects mapped to the same cache set. A
compiler assigns addresses to the objects based on the conflict cost metric
calculated for the TRG so as to minimize the cache conflict misses. Although
CCDP can reduce the cache conflict misses for a processor core with a single
execution context, it loses much of its benefit in a multithreaded environment
because inter-thread conflicts are not deterministic. Sarkar and Tullsen
proposed a technique that extends CCDP to multithreaded architectures
[71]. In their technique, the extra cost is generated so that threads share
objects in cache blocks is added to each TRG edge as weight. Similar to
CCDP, the compiler assigns addresses to the objects using a TRG so as
to minimize the cache conflict misses cost. As another technique based on
the object layout, Ishitobi et al. proposed a technique for suppressing the
energy consumption of on-chip memory by considering memory allocation
on a processor that has cache memory and scratchpad memory [47]. Their
technique considers a cacheable region, a scratchpad region, and a non-
cacheable regions so as to minimize the total energy consumption and the
number of cache misses. These approaches deal with memory allocation
methods for data but not the ordering method of the execution code.

5.2.2 Removing Redundant Expressions

The original PRE technique was proposed by Morel and Renvoise [57], which
uses bi-directional data-flow analysis. This technique can eliminate some
redundancies and move loop invariant expressions out of loops, but some re-
dundant expressions are not removed because the technique does not insert
expressions at non down-safe nodes. Dhamdhere extended this technique
to insert expressions on edges [28], and Dhamdhere and Patil proposed an-
other technique that removes redundancies based on uni-directional data-
flow analysis [30]. Bodik et al. proposed the removal of all redundant expres-
sions by copying certain parts of the program [5]. Kawahito et al. proposed
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a technique that removes partially redundant load and store instructions by
extended PRE [48]. These techniques remove redundant expressions, but
decreasing the number of cache misses is out of their target.

As another technique based on code motion, there is a speculative code
motion technique [55], which speculatively moves load instructions out of
loops. This technique needs to recognize loop structures, whereas MDGLIA
can be applied to an entire program without recognizing them, because
MDGULIA is based on PRE.

5.3 Background

5.3.1 Program Representation

We assume that MDGLIA is applied to the intermediate representation con-
verted from a source program, which is represented as a sequence of state-
ments with at most an operator or a function, and to CFG each node of
which represents a single statement rather than a basic block. The right-
hand side of an assignment is called an expression. Some statements include
load and store instructions with memory access, which is described as an ar-
ray reference, e.g., a[i|[j] with address a and indexes i and j. The statement
loading the data at memory location ali][j] into a virtual register x is ex-
pressed as assignment statement x = a[i][j], which we call a load statement.
Similarly, a statement storing the data in a virtual register x to a memory
location ali][j] is expressed as ali][j] = z, which we call a store statement.

We assume that the memory access solely appears in assignment. That
is, a procedure call f(a[é|[j]) is split into two statements such as t = ali][J]
and f(t). In addition, a store statement with a nested array reference
ali][7] = a[b[7]][k] is split to three statements such as t = b[i], to = a[t][k] and
alt][j] = to. Moreover, the load statement includes a temporary virtual reg-
ister instead of original virtual register in the left-hand side. For example,
the load statement i = a[i][j] is split into two statements such as t = ali][J]
and ¢ = t by introducing a temporary virtual register . We assume that any
arrays are laid out in row-major order on the memory such as arrays in C,
which means that the leftmost index corresponds to the highest dimension
of the array.

5.3.2 Lazy Code Motion

PRE tends to lengthen the live-ranges of variables carrying loaded values to
their uses because it removes redundant expressions by inserting some ex-
pressions. LCM tries to address the problem by hoisting expressions as early
as possible and delaying them as late as possible. The hoisting contributes
to eliminating all removable expressions, and the delaying contributes to
minimizing the live-ranges of variables.
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Figure 5.3: Code motions of LCM. (a) Hoisting expressions. (b) Delaying.
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Figure 5.4: Result of applying LCM to Fig. 5.3 (a).

Example.

Consider an array reference a[i] at Node 4 in Fig. 5.3 (a). This array
reference is partially redundant because it is redundant on a path through
Node 2 whereas it is not on another path through Node 3. To remove this
array reference, LCM determines CFG nodes at which array references can
be inserted first. If it is inserted at Node 1, it is able to remove the redundant
array reference by replacing the reference with the introduced temporary t.
Notice here that, the live-range of t is lengthened; therefore, LCM delays
the insertion node, as shown in Fig. 5.3 (b). Finally, LCM inserts the array
references at Nodes 2 and 3, and then it replaces the original a[i] with t,
as shown in Fig. 5.4.

End of Example.

These code motions have to satisfy two kinds of safeties: down-safety and
up-safety. Down-safety is used to ensure that LCM does not introduce a new
occurrence of the inserted expression on any execution path. Down-safety is
represented by predicate DownSafe. In addition, up-safety is used to ensure
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that there are some paths where the number of expressions is decreased by
the insertions and removals. Up-safety is represented by predicate UpSafe.
These safeties are defined under the condition of transparency that ensures
that the value of an expression does not change at the program points of
concern. LCM represents it by predicate Transp. Because the up-safety
is one of the most important predicates of MDGLIA, we show the formal
definition.

UpSafe(n) vl (n # start) A

H Comp(p) V (Transp(p) A UpSafe(p)) (5.1)
pEpred(n)

where the predicate Comp(n) denotes that node n includes a same expres-
sion.

Example.

As shown in Fig. 5.3 (a), DownSafe of Nodes 1, 2, and 3 are true because
of no modification for i nor a[i] at Nodes 2, 3, and 4. In contrast, UpSafe
of all nodes are false. Because no occurrence of the array reference on a
path from Node 1 to Node 3, UpSafe(4) is false. Others nodes’ UpSafe is
obviously false.

End of Example.

LCM determines two kinds of insertion nodes based on the predicates
Farliest and Latest, which determine insertion points in two code mo-
tions mentioned above, respectively. The predicate Earliest(n) denotes that
node n is the closest to start of the nodes m satisfying DownSafe(m) or
UpSafe(m). The predicate Latest(n) denotes that node n is the closest to
the node ¢ that satisfies Comp(c) on each path from FEarliest to end, and
there is no node that satisfies the Comp on the path from Farliest to c.
Latest(n) is defined on the basis of maximal fixed points of the data-flow
equation for the predicate Delayed(n), which denotes that the expression
can be delayed until the exit of node n.

Example.

Consider the a[i] in Fig. 5.3 (a). First, LCM decides that Earliest(1)
is true because DownSafe(1) is true, and this node is the closest to the
start node. Then, LCM delays the insertion points through the decisions of
Delayed and Latest, which result in true for Comp(2), false for Delayed(4),
and true for Latest at Nodes 2 and 3.

End of Example.

Here, as Delayed is also one of the most important predicates for MDGLIA,
we present the formal definition.
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Delayed(n) “ Earliest(n) V

(n # start) A H —Comp(p) A Delayed(p) (5.2)
pEpred(n)

LCM inserts expressions at the entry of nodes n satisfying the predicate
Insert(n), which denotes that n is one of nodes satisfying Latest. Note that
LCM does not insert any expression without decreasing the number of ex-
pressions on some paths, because such insertions are unnecessary. Therefore,
Insert(n) is defined as Latest(n) A —Isolated(n) on the basis of the predi-
cate Isolated(n) which denotes that the insertion at n enables removing no
expression other than original one.

5.4 Array Reference Aggregation

MDGLIA aggregates each array reference ar traversing CFG in the topolog-
ical sort order. Similar to LCM, MDGLIA calculates DownSafe, UpSafe,
Earliest, Delayed, and Latest to determine nodes to move ar. In the delaying
process, MDGLIA checks start addresses and the number of corresponding
indexes of array references to aggregate them while considering the order of
accesses to arrays.

5.4.1 Local Properties

For the checking addresses, MDGLIA defines local properties SameAddr,
Transp,, Transp oqqr, and isSame. SameAddr and isSame represent equal-
ities of start addresses and whole expressions, respectively. SameAddr(n)
denotes that n contains a load statement referring to the same array refer-
ence as ar. isSame, corresponding to Comp of LCM, denotes that SameAddr
is true and the indexes are same as ar. Transp.(n), corresponding to Transp
of LCM, denotes that there is no modification to ar and no store operation
to the array referred by ar in n. Transp 444, denotes that there is neither
modification to ar nor reference to arrays different from ar.

To determine these predicates, we use predicates rhs, isLoad, TopAddr,
Store, Def, and Var. rhs(n) returns the right-hand side of a statement
at the node n. isLoad(n) denotes that node n includes a load statement.
TopAddr(ar) returns the start address of ar if ar is an array; otherwise, it
returns L. Store(n) denotes that node n includes a store statement that
accesses the same array as ar. Def(n) gives a variable defined at node n.
Var(ar) gives a set of variables which are used in ar. The local properties
are formally defined as follows:
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(n) “ isLoad(n) N (TopAddr(rhs(n)) = TopAddr(ar))
(n) o Def(n) ¢ Var(ar) A —~Store(n)

Transp gqqr (1) p=i Transp.(n) A (—isLoad(n)V SameAddr(n))

(n) vy rhs(n) # L A rhs(n) = ar

SameAddr(n

Transp, (n

e

1sSame(n

5.4.2 Modified Global Properties
MDGULIA uses modified UpSafe and Delayed of LCM.

Extending UpSafe

UpSafe(n) of equation (5.1) is modified to denote that there are some array
references whose start addresses are same as ar on all sub-paths leading to
the node n. This predicate is formally defined as follows:

UpSafe(n) bl (n # start) A

H SameAddr(p) V (Transp,.(p) A UpSafe(p))
pEpred(n)

The modification not only contributes to detecting the access order to
arrays, but also gives the criterion for speculatively moving array references.

Example.

In Fig. 5.5 (a), consider applying MDGLIA to the a[i+1]. Because the
array reference a[i] is executed at Node 1, UpSafe(2) is true; therefore,
Earliest(2) is true. It leads Delayed(2) to be true, but Delayed(3) becomes
false because Transpaqqr(2) is false. As a result, Latest(2) becomes true;
therefore, a[i+1] is inserted before Node 2 as shown in 5.5 (b). Notice
here that al[i+1] does not originally exist on the path through Node 3 in
Fig. 5.5 (a). That is, this insertion is speculative. Speculative code motion
may increase the number of the expression on some paths. However, if
the speculatively inserted array references cause cache misses, the execution
efficiency would be significantly decreased.

End of Example.

Extending Delayed

Delayed of equation (5.2) is modified to check whether keep-order condition
and keep-dimension condition are satisfied.
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Figure 5.5: Speculative code motion. (a) Original code. (b) Moving array
reference, not satisfying down-safety.

Keep-order Condition

The keep-order condition guarantees that there is no any reference to the
array different from ar at n after preceding reference to the same array as
ar. The keep-order condition is represented by keepOrder(n), and defined
as follows:

partialUpSafe(n) Ug Z UpSafe(p)

pEpred(n)

keepOrder(n) “ —partialUpSafe(n) V Transp 4qq, (1)

Example.

We show an example of the effect of aggregation considering keep-order
condition in Fig. 5.6 (a). Consider moving the a[k] [1] at Node 5. Nodes
3 and 5 contain array references that reference to array a; however there
is an array reference that reference to array b between them. To move the
al[k] [1] immediately before Node 4, MDGLIA determines Farliest through
checking UpSafe and DownSafe first. As there is no a[k] [1] on the path
through Node 2, DownSafe(1) and UpSafe(1) are false. These results cause
Earliest(1) to be false. On the other hand, another path through Node 3
has the same reference at Node 5. Hence, DownSafe(3) and Earliest(3) are
true, which causes Delayed(3) to be true. At each node from the Node 3,
MDGLIA checks whether the keep-order condition is satisfied. Node 3 has
an array reference that reference to the same array as alk] [1]; however,
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DownSafe(1), UpSafe(1): false
DownSafe(3): true
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Figure 5.6: Effectiveness of extending UpSafe. (a) Result of computing
data-flow equations to move a[k] [1] at Node 5. (b) Result of moving the
array reference.

Node 4 has another array reference that references to different array. Hence,
SameAddr(3) is true, and then UpSafe(4) is true; however SameAddr(4) is
false. These results cause keepOrder(4) and Delayed(5) to be false. Even-
tually, Latest(4) and Insert(4) are true, so that MDGLIA inserts an array
reference immediately before the Node 4 and removes the original expres-
sion, as shown in Fig. 5.6 (b).

End of Example.

Keep-dimension Condition

The keep-dimension condition contributes to the aggregation of references
to closer addresses in the same array through keeping the number of cor-
responding indexes from decreasing. To keep the number, this condition
uses two kinds of predicates: number of corresponding indexes (nCI) and
propagated nCI (pnCI).

nCI is the number of higher indexes corresponding with ar for represent-
ing closeness on the main memory between references to an array. nCI(n)
checks whether each index of the array reference at n is same as correspond-
ing index of ar, one by one in left-first, whenever n contains a reference to
the same array as ar. This predicate is formally defined as follows:

7

3[x=a[1][]j] UpSafe(4): true 5,|t=a[k][l] |
SameAddr(4): false $
keepOrder(4): false 4 | y=b[1i] |
* 2
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Definition 5.4.1. We assume that ar is ali1][iz]...[ig]...[in], and 7 is
blj1llg2].-[gk]--[jm]. Then,

ko ifa=bAiy =g A
de, (kznd:mVik+1%jk+1)
nCI(r) 4 whereVl € {1,...,k}
0 otherwise

The condition means that if their start addresses are same, these indexes
are checked about whether the kth index is same or not until it is the last
index.

pnCI(n) denotes the number of indexes of the reference which has the
most same indexes as ar on all execution paths to the exit of n from pre-
ceding node where SameAddr is true. pnCI can be defined by the data-flow
equation based on nCI as follows:

J 0 if n = start
pnCI(n) v nCI(n) if SameAddr(n)
Maz({pnCI(m) | m € pred(n)}) otherwise

The equation can be iteratively solved as well as typical data-flow anal-
ysis. If node n includes a reference to the same start address as ar, then
pnCI(n) equals to nCI(n). Otherwise, pnCI(n) is the maximal value of the
pnCI of all predecessors, except the start node.

The keep-dimension condition is represented by predicate keepDimension
that is defined using partialUpSafe and pnCI as follows:

keepDimension(n) bt —partialUpSafe(n) Vv H pnCI(n) > pnCI(p)
pEpred(n)

This predicate denotes n does not include any reference with nCI less
than the preceding references.

Delaying Considering Keep-order and Keep-dimension Conditions

MDGLIA checks whether the keep-order and keep-dimension conditions are
satisfied in addition to Delayed of LCM. Once these conditions are intro-
duced, Delayed is simply changed as follows:

Delayed(n) pad Earliest(n) V (n # start) A

H —isSame(p) N keepOrder(p) A
pEpred(n)
keepDimension(p) A Delayed(p)
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Figure 5.7: Computing closeness of each addresses of a[i] [1] at Node 4
and Delayed.

Example.

In Fig. 5.7, we show results of data-flow analysis of MDGLIA when it
moves the a[i] [j+1] at Node 6 in Fig. 5.6 (b). Nodes 3 and 6 contain
array references that reference to sub-array al[i], but there is an array ref-
erence that reference to sub-array a[k] between them. To move a[i] [j+1]
immediately before Node 5, MDGLIA determines FEarliest first. Because
Earliest(3) is true as well as in the case where moving the a[k] [1] in Fig.
5.6 (a), Delayed(3) is true. At each node following the Node 3, MDGLIA
checks whether the keep-dimension condition is satisfied. Although nCI
and pnCI of Node 3 are 1, nCI and pnCI of the successor 5 are 0; there-
fore, keepDimension(5') and Delayed(4) are false. Eventually, Latest(5)
and Insert(5’) are true; therefore, MDGLIA inserts an array reference im-
mediately before the Node 5" and removes the original expression, as shown
in Fig. 5.2 (b).

End of Example.

Finally, to help understanding of whole algorithm, we present formal defi-
nitions of all global predicates other than UpSafe, keepOrder, keep Dimension,
and Delayed as follows:
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DownSafe(n) bl (n #end) A
(isSame(n) V Transp.(n) A H DownSafe(s))

s€succ(n)
Safe(n) pad UpSafe(n) V DownSafe(n)
Earliest(n) vy Safe(n) A
((n = start) Vv Z = Transp,.(p) V — Safe(p))

pepred(n)
Latest(n) pad Delayed (n) A (isSame(n) V Z = Delayed(s))
sesuce(n)
Isolated(n) vl H Latest(s) vV —isSame(s) A Isolated(s)

s€succ(n)

Insert(n) bl Latest(n) N —Isolated(n)
Replace(n) pad isSame(n) A —(Latest(n) A Isolated(n))

5.4.3 Application to the Entire Program

We design MDGLIA as a demand-driven analysis, which is applied to each
array reference one by one, rather than exhaustive one. In general, PRE
based approaches are known that an application of it exposes new redun-
dant expressions. The effect is called second-order effects. Capturing them
as many as possible results in removing more redundant expressions. How-
ever, capturing all the second-order effects requires iterative applications of
PRE, which are costly because PRE is traditionally designed based on an
exhaustive data-flow analysis [60, 78, 80]. On the other hand, the demand-
driven applications of PRE to the entire program in the topological sort
order enables efficiently capturing a lot of the second-order effects, as shown
in Chapter 3. Furthermore, for the aggregating array references, demand-
driven application contributes to suppressing unnecessary code motion.

Example.

In Fig. 5.8 (a), Nodes 2 and 3 might expel data that may be used later
from a cache memory. At this time, if MDGLIA would move all array refer-
ences in the exhaustive application such as the traditional PRE, references
ali+1] and b[i+1] would be moved as shown in Fig. 5.8 (b). As a result,
even if the problems of cache misses are resolved, it would enhance register
pressure of the temporary variable which had the value of b[i+1] because
the unnecessary code motion of b[i+1] lengthened the live-range of it. By
contrast, in demand-driven application, only the a[i+1] is moved to the
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Figure 5.8: Preserving unnecessary code motion. (a) Original code. (b)
Result of applying exhausive analysis version of MDGLIA to a[i+1]. (c)
Result of applying demand-driven style MDGLIA to a[i+1].

entry of Node 2 based on the demand-driven application manner as shown
Fig. 5.8 (¢).
End of Example.

5.5 Experimental Results

We have implemented MDGLIA as a low-level intermediate representation
converter in a COINS compiler. To emphasize the benefits of MDGLIA, we
compared MDGLIA with the following two optimizations.

LCM-MEM only removes redundant array references based on LCM.

GLIA aggregates references to the same array without considering their
dimensions.

We evaluated the effects of these optimizations for two programs (equake
and art) of CFP2000 and three programs (mcf, gzip, and twolf) of CINT2000
in the SPEC benchmarks on x86 machine whose CPU and OS are, respec-
tively, Intel Core2Duo U9600 1.6GHz and CentOS. The system parameters
of the machine are shown in Table 5.1.

To show how many cache misses can be decreased by GLIA and MDGLIA,
we measured the following two hardware counters.

DCache_Repl: the number of replacement at L1 data cache.

L2 Lines_Out: the number of cache out from L2 cache.
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Table 5.1: System parameters of cache memories

Parameters L1D L2
Total size (KB) 32 3,072
Line size (bytes) 64 64
The number of cache line | 512 49,152
Associativity 8 12

We simply call these numbers L1D cache miss and L2 cache miss, respec-
tively.

The result of comparison among the cache misses for the three optimiza-
tions is shown in Fig. 5.9, and the results of the number of L1D and L2 cache
misses, respectively, are shown in Tables 5.2 and 5.3. Comparing GLIA and
MDGLIA with LCM-MEM, L1D cache misses occur to the same degree
for four programs (art, mcf, gzip, and twolf), though they increased about
7% for a program (ammp). Comparing GLIA with LCM-MEM, L2 cache
misses decreased for three programs (art, mcf, and gzip). In particular, the
cache misses remarkably decreased about 19.9% for art. In contrast, they
increased for two programs (ammp and twolf). Comparing MDGLIA with
LCM-MEM, L2 cache misses decreased for four programs (art, mcf, gzip, and
ammp). In particular, the cache misses remarkably decreased about 30.3%
in art. On the other hand, they increased for a program (twolf). Com-
paring MDGLIA with GLIA, L2 cache misses decreased for four programs
(art, gzip, ammp, and twolf). In particular, the cache miss remarkably de-
creased about 15.6% in ammp. For ammp, comparing these techniques with

B L1D_cache miss-GLIA B L2 cache miss-GLIA
B L1D cache miss-MDGLIA [ L2 cache miss-MDGLIA
40.00%

30.00%

20.00% -

10.00%
0.00% ‘ ﬂﬂ»

-10.00%

-20.00%

-30.00%

art mcf gzip  ammp twolf

Figure 5.9: Decrease rate of cache misses.

82



CHAPTER 5. GLOBAL LOAD INSTRUCTION AGGREGATION

Table 5.2: The number of DCache_Repl
Program | LCM-MEM GLIA MDGLIA
art 11,439,104,576 11,453,555,362 11,444,685,513
mcf 7,567,419,160  7,531,488,486  7,544,975,464
gzip 7,725,469,653  7,707,389,218  7,818,871,317
ammp | 21,792,733,488 23,216,563,772 23,413,676,395
twolf 9,056,125,547  9,029,509,531  8,986,903,509

Table 5.3: The number of L2_Lines_Out
Program | LCM-MEM GLIA MDGLIA

art 366,823,834 293,702,375 329,018,854
mef | 727,422,092 720,133,268 724,349,339
ozip 25,856,048 25,177,224 24,706,624
ammp | 408,120,338 419,706,166 354,268,633
twolf 1,518,718 1,812,932 1,678,713

LCM-MEM, although L2 cache misses increased for GLIA, they decreased
for MDGLIA. This is because MDGLIA can aggregate more array references
than GLIA, showing that the aggregation of the array references with the
most similar indexes in higher dimensions is important.

In some programs, GLIA and MDGLIA caused cache misses to increase.
The increase is considered to be derived from the following reasons: 1) the
number of spills of temporary variables increased, and 2) speculative code
motion lengthened execution paths without contributing to decrease of cache
misses, as mentioned in Section 5.4.2.

The first reason can be considered to be for the use of LCM frame-
work of these techniques, which is known to increase the number of spills
[39] although LCM tries to decrease them by delaying insertion points. In
addition, GLTA and MDGLIA tend to stop the delaying earlier than LCM.

Example.

Consider an array reference al[i] [j+1] in Fig. 5.10 (a). The array
reference is redundant at Node 6; therefore, it can be removed by LCM-
MEM, as shown in Fig. 5.10 (b). On the other hand, this array reference is
just moved in GLIA and MDGLIA, as shown in Fig. 5.10 (c¢) and Fig. 5.10
(d). This observations show that GLIA and MDGLIA may enhance more
register pressure than LCM-MEM. If some spills occur, they may decrease
the effects of GLIA and MDGLIA by the insertions of some store and load
instructions between the array references to the same array. In other words,
the spills may increase not only the length of some execution path but also
the number of cache misses.

End of Example.
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¥ ¥
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Figure 5.10: Difference of an insertion point for a[i] [j+1]. (a) Original
code. (b) Result of applying LCM-MEM. (c) Result of applying GLIA. (d)
Result of applying MDGLIA.

We conducted experiments to confirm how the problems increased the
number of cache misses.

Impact of Spill

We show the number of spills for the applications of three optimizations in
Table 5.4. Comparing GLIA and MDGLIA with LCM-MEM, they caused
more spills for four programs (mcf, gzip, ammp, and twolf). In particular,
the number of the spills increased about 20% for twolf. However, in spite
of the increase of the spills, L1D cache misses were held to the same degree
as LCM-MEM for mcf and gzip. These additional results show that, the
increase of the spills does not always increase the number of cache misses.
Actually, applying MDGLIA to ammp decreased L2 cache misses although
it increases the number of spills. In contrast, for twolf, the number of both
spills and cache misses increased. It is considered that load/store for spills

Table 5.4: The number of register spills

Program | ALCM-MEM B.GLIA C.MDGLIA | (A-B)/A (A-C)/A (B-C)/B
art 28 28 28 00% 00%  00%
mef 61 71 71 164 % -164%  0.0%
gzip 107 114 114 65% -65%  00%

ammp 317 334 335 54%  57% -03%
twolf 804 962 979 197 % -218% 18 %
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BGLIA mMDGLIA mUSGLIA BmUSMDGLIA
40.0%
30.0% -
20.0% -

10.0% - .
0.0% -
-20.0%

art mcf gzip ammp twolf

-30.0%

Figure 5.11: The decrease ratio of L2 cache miss for GLIA, MDGLIA, US-
GLIA, and USMDGLIA to the cache miss for LCM-MEM.

were inserted between references continuously moved by MDGLIA. Thus, a
new register allocation technique for suppressing more cache misses is one
of our future works.

Speculative Code Motion vs. Unspeculative Code Motion

In order to comparatively confirm how many number of cache misses the
speculative code motion decreases, we implemented the following two opti-
mizations that do not speculatively aggregate array references:

USGLIA aggregates array references with the keep-order condition based
on UpSafe of equation (5.1).

USMDGLIA aggregates array references with the keep-order and keep-
dimension conditions based on UpSafe of equation (5.1).

First, we show the result of L2 cache misses for USGLIA and US-
MDGLIA in addition to GLIA and MDGLIA in Fig. 5.11 and Table 5.5.
Comparing GLIA with USGLIA, GLIA increased the number of cache misses
for three programs (art, ammp, and twolf). In contrast, comparing MDGLIA
with USGLIA, MDGLIA decreased the number of the cache misses for two
programs (art and gzip). Comparing MDGLIA with USMDGLIA, MDGLIA
decreased the number of the cache misses for four programs (art, mcf, gzip,
and ammp). Thus, MDGLIA was better than these unspeculative versions
on average. This is because speculative code motion can aggregate more
array references than unspeculative ones. Table 5.6 shows the number of
stopped delaying by checking keep-order or keep-dimension conditions in
the speculative and unspeculative code motions. As shown in the table, the
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Table 5.5: The number of L2 cache miss of USGLIA and USMDGLIA, and

the cache miss ratio of them to the cache miss for GLIA and MDGLIA
Program USGLIA vs. GLIA vs. MDGLIA | USMDGLIA vs. MDGLIA
art 282,855,332 3.7 % -10.6 % | 297,012,498 -16.1 %
mef | 721,268,586 0.2 % 0.4 % | 732,708,340 1.2 %
gzip 25,449,483 11% 30% | 26,351,879 6.7 %
ammp | 345935455  17.6 % 2.4 % | 359,701,112 1.5 %
twolf 1,689,141 6.8 % -0.6 % 1,667,434 0.7 %

Table 5.6: The number of aggregated array references under keepOrder and
keepDimension in speculative/not speculative code motion

Speculative Not Speculative

Program | keepOrder keepDimension | keepOrder keepDimension
art 438 22 145 22
mcf 750 298 104 71
gzip 829 134 182 7
ammp 8,043 2,015 719 512
twolf 30,399 7,313 8,855 811

speculative code motion was able to aggregate move more array references
than unspeculative one.

Considering L2 cache miss when GLIA, MDGLIA, USGLIA, or US-
MDGLIA was applied to twolf, they increased L2 cache misses for the pro-
gram. Although the increase for GLIA was about 20%, the other increases
were about 10%. Furthermore, comparing USGLIA and USMDGLIA, the
results of L2 cache misses are held to the same degree. These results in-
dicate that GLIA speculatively inserts array references, which cause the
number of spills to increase, leading to cache misses. On the other hand,
speculative aggregation of array references with the most similar indexes in
higher dimensions decreases the cache misses although MDGLIA increases
more number of spills than GLIA. That is, the speculative aggregation under
keep-dimension condition decreased the L2 cache misses.

Finally, these results shows that the aggregation of array references is
more useful technique for decreasing cache misses than simply removing
redundant array references. However, unspeculative code motion is bet-
ter than speculative ones for some programs. Because the speculative code
motion can move array references further than unspeculative one has po-
tential, we believe that MDGLIA can be improved by profiling whether the
aggregated array references get cache hit.
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5.6 Summary

In this chapter, we have proposed a new global code motion technique for
aggregating array references with the most similar indexes in higher dimen-
sions of the same array in order to suppress cache misses. MDGLIA not
only suppresses the cache misses but also suppresses spills through delaying
the load instructions without changing their access order.

In order to show the effectiveness of MDGLIA, we applied it to some
benchmark programs. As a result, we have shown that there are some
programs in which it decreases the number of cache misses. As future work,
we can consider 1) making a new register allocation that preferentially spills
variables that will get cache hits, and 2) aggregating array references based
on sophisticated informations of cache memory and their addresses on main
memory.
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Chapter 6

Conclusion and Future
Direction

The optimization of memory hierarchy utilization is one of the most impor-
tant techniques of code optimizations because accesses to the main memory
remarkably decreases the efficiency of execution of objective code. To solve
this issue, many researchers have proposed a lot of kinds of hardware struc-
tures and various code optimization techniques, such as register promotion,
register allocation, and loop transformation. However, the penalty of access
to the main memory tends to increase; therefore, the importance of the issue
will increase further.

6.1 Summary of Contributions

This thesis presents a new code motion-based memory hierarchy utiliza-
tion optimization framework. In particular, partial redundancy elimination
(PRE) plays a fundamental role in the framework. PRE removes redundant
array references by inserting expressions to suitable points in a program and
replacing them with the introduced temporary variables. The framework ex-
tends the potential of PRE to remove array references that are redundant
over iterations and suppress cache misses from occurring.
The main contributions of the framework are summarized as follows:

e Removing redundant array references by efficient demand-
driven analysis without sacrificing traditional PRE’s power

The contribution is derived from the effective demand-driven PRE
(EDDPRE). EDDPRE removes redundant array reference in about
half cost of the traditional PRE in combination with global value
numbering (GVN) and query propagation. When removing all re-
dundant array references including second-order effects with the tra-
ditional PRE, because it detects redundant expressions based on their
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lexical equality, iterative applications of copy propagation and PRE
is required for removing lexically different expressions with the same
value. On the other hand, GVN can reveal the redundant expressions
even if they are lexically different. In addition, the query propagation
can shorten range to be analyzed.

Decreasing the number of memory references by increas-
ing the number of register references through efficient query
propagation.

EDDPRE replaces redundant array references with a temporary vari-
able holding value of inserted expressions. In addition, we extended
EDDPRE to handle array references that are redundant across several
iterations, such as scalar replacement. We named this extended ED-
DPRE PRE-based scalar replacement (PRESR). PRESR inserts com-
pensation code for maintaining the behavior of a program at a less
frequently executed point, and then it removes the redundant array
reference. Array references accesses to cache memory whereas using
temporary variables gets the data from register; therefore, EDDPRE
and PRESR reduce the number of memory references. We showed
that PRESR can improve the efficiency of execution of some bench-
mark programs. PRESR improved the execution efficiency of SPEC
2000 benchmark programs about 2% on average.

Decreasing the number of cache misses based on PRE frame-
work.

We proposed two new cache optimization techniques, global load in-
struction aggregation (GLIA) and multidimensional GLIA (MDGLIA).
GLIA aggregates array references for making accesses to the same ar-
ray continuous because loading data at a specific array index from
main memory places it in the cache memory along with other data
belonging to the same array. Therefore, some array references can be
executed before the reference data are removed from cache memory by
the aggregation. To achieve aggregation, we extended PRE to move
the references immediately after other preceding references to the same
array and then delaying it immediately before another reference to a
different array.

We showed that GLIA basically works well. Comparing removal of
redundant array references, the last level (L2) cache misses decreased
remarkably about 19.9% in the best case. However, the number of the
cache misses increased for some programs.

In order to enhance effect of aggregation, MDGLIA extended GLIA to
manage the array dimensions because a multidimensional array repre-
sents an array of lower dimensional arrays, preferentially aggregating
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references with same indexes in higher dimensions may further de-
crease cache misses. MDGLIA computes the number of same indexes
as a moved candidate each preceding array reference has, and then
MDGLIA moves the candidate to the program points that are the
closest to the reference with the most similar indexes in higher dimen-
sions.

As a result, MDGLIA could decrease L2 cache misses greater than
GLIA. Comparing MDGLIA with GLIA, .2 cache misses decreased for
several programs. In particular, the cache misses remarkably decreased
about 15.6% in the best case.

6.2 Future Direction

This section proposes the future directions of the framework. We proposed
only code motion-based techniques; however, using others optimization may
enhance our techniques. We believe following new techniques will obtain
remarkable gains from this framework, and will be demanded.

Using Sophisticated Alias Analysis

As our framework moves load statements, these techniques must consider
an alias that points to a memory location referred by another pointers for
safe movement. Pointer analysis reveals a memory location for each pointer
reference [45]; therefore, whether two pointer references refer to a same
memory location or not becomes obvious [86].

To improve the precision of pointer analysis, many researchers have
proposed several algorithms. These techniques can be roughly classified
into flow-sensitivity [31, 42, 43, 58, 75, 85] or flow-insensitivity [41]. Flow-
sensitive pointer analysis calculates the pointer information at each pro-
gram point along control flows, whereas flow-insensitive pointer analysis
ignores execution order. Furthermore, pointer analysis techniques can be di-
vided into two classes context-sensitivity [73, 82, 88| or context-insensitivity.
Context-sensitivity considers the values of the arguments of function calls.

In this thesis, we used a very simple alias analysis. Using the state of
the art alias analysis or pointer analysis may reveal the potential of our
framework.

Profile Guided MDGLIA

Although MDGLIA suppressed cache misses, it could perform more effective
code motion if it can use detailed information such as the memory addresses
of array data. The reason is that main memory data are generally placed on
a cache memory based on the number of cache line and associativity. This
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information will enable predicting whether each array reference will result
in cache misses.

Cache Miss Sensitive Register Allocation

Although PRE is a powerful code optimization technique, the insertion and
removal processes move some expression to nodes of the CFG closer to the
start node; therefore, the register pressure tends to increase [17, 63, 83]. If a
spill occurs, some store and load instructions are inserted at some program
points. The extra execution cost derived from these additional instructions
may be greater than the improvement due to the redundancy elimination.
Because our framework is extended from PRE, our framework also tends to
increase register pressure. To suppress this cost, register allocation should
preferentially spill variables for which load/store instructions inserted by
spilling result in cache hits. This cache miss sensitive register allocation
may increase the impact of PRE and our framework.
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