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Chapter 1

Introduction

1.1. Background

This thesis is concerned with some systems of partial differential equations modeling chemotaxis. More precisely, we consider mathematical models which describe a situation where two different species, which compete each other for limited resources, react on and move towards some chemical substance. Here chemotaxis is the property such that species move towards higher concentration of a chemical substance when they plunge into hunger. One of examples of species which have the chemotaxis is *Dictyostelium discoideum*. In 1970 and 1971 Keller and Segel studied movement of *Dictyostelium discoideum* and proposed the following system of partial differential equations ([89, 90]):

\[
\begin{align*}
    u_t &= \Delta u - \nabla \cdot (u \chi(v) \nabla v), \\
    v_t &= \Delta v - v + u,
\end{align*}
\]

(1.1.1)

where \( \chi \) is some function which implies a situation such that the chemotactic interaction is determined by the chemical stimulus, \( \tau = 0 \) (a parabolic-elliptic system) or \( \tau > 0 \) (a parabolic-parabolic system), which is called a Keller–Segel system and chemotaxis system. This system was studied intensively during the past twenty years. In this system \( u \) denotes the density of the species and \( v \) shows the chemical concentration. Here \( \Delta u \) is called the diffusion term and describes the spreading of the species, and \( -\nabla \cdot (u \chi(v) \nabla v) \) is called a chemotaxis term and represents the movement of the species according to the chemotactic effect. One of main themes of the study of the chemotaxis system is concerned with the question:

*Does the chemotactic aggregation dominate the diffusion phenomena?*

About some answer to this question, it is known that there are many blow-up solutions of (1.1.1) under some conditions; we can find several results in surveys (Horstmann [74], Hillen–Painter [71], Bellomo et. al. [5, Section 3.2])

As to one of generalizations of the chemotaxis system (1.1.1), Mimura–Tsujikawa [125] proposed the following chemotaxis system with logistic term

\[
\begin{align*}
    u_t &= \Delta u - \nabla \cdot (u \chi(v) \nabla v) + ru - \mu u^2, \\
    v_t &= \Delta v - v + u,
\end{align*}
\]

(1.1.2)

where \( r, \mu > 0 \), which describes a combination of the chemotactic movement and the population growth. An important theme of the study of the chemotaxis system with logistic term is based on the question:
Does the logistic term suppress the blow-up phenomena?

Previous works about the chemotaxis system with logistic term can be found in, e.g., [5, Section 3.3]. Recently, the generalization of the chemotaxis system (1.1.2)

\[
\begin{align*}
    u_t &= \Delta u - \nabla \cdot (u \chi_1(w)\nabla w) + \mu_1 u(1 - u - a_1 v), \\
    v_t &= \Delta v - \nabla \cdot (v \chi_2(w)\nabla w) + \mu_2 v(1 - a_2 u - v), \\
    \tau w_t &= \Delta w + u + v - w,
\end{align*}
\]

where \(\chi_1, \chi_2\) are functions and \(\mu_1, \mu_2 > 0, a_1, a_2 > 0\), which is called a two-species chemotaxis system, was proposed by Tello–Winkler [178]. This system shows evolution of two competing species which react on a single chemoattractant: Thus the two-species chemotaxis system is a more realistic problem in some sense.

On the other hand, recently, the other generalization of the system (1.1.1)

\[
\begin{align*}
    n_t + u \cdot \nabla n &= \Delta n - \nabla \cdot (n \chi(c)\nabla c), \\
    c_t + u \cdot \nabla c &= \Delta c + g(n, c), \\
    u_t + \kappa(u \cdot \nabla)u &= \Delta u + \nabla P + n\nabla \Phi, \quad \nabla \cdot u = 0,
\end{align*}
\]

where

\[g(n, c) = -nc \quad \text{(chemotaxis-(Navier–)Stokes system)}\]

or

\[g(n, c) = -c + n \quad \text{(Keller–Segel-(Navier–)Stokes system)},\]

and \(\Phi\) is a given function and \(\kappa = 0, 1\), which is a combination of the chemotaxis system and the (Navier–)Stokes equation, was proposed by Tuval et. al. [179] and was studied intensively during the past ten years. Here, in this problem, \(n\) represents the population density of species, \(c\) shows the concentration of oxygen, \(u\) stands for the fluid velocity field and \(P\) denotes the pressure of the fluid. This system is called a chemotaxis-fluid system, and describes evolution of a species which move toward higher concentration of oxygen (e.g. Bacillus subtilis) in a drop of water. One of themes of the study of the chemotaxis-fluid system is come from the question:

**How does the fluid affect regularities of solutions to the chemotaxis system?**

Recent results about the chemotaxis-fluid system can be found in [5, Section 4]. Based on this chemotaxis-fluid system, in [72], we introduced the following two-species chemotaxis-fluid system

\[
\begin{align*}
    (n_1)_t + u \cdot \nabla n_1 &= \Delta n_1 - \nabla \cdot (n_1 \chi_1(c)\nabla c) + \mu_1 (1 - n_1 - a_1 n_2), \\
    (n_2)_t + u \cdot \nabla n_2 &= \Delta n_2 - \nabla \cdot (n_2 \chi_2(c)\nabla c) + \mu_2 (1 - a_2 n_2 - n_1), \\
    c_t + u \cdot \nabla c &= \Delta c + g(n_1, n_2, c), \\
    u_t + \kappa(u \cdot \nabla)u &= \Delta u + \nabla P + (n_1 + n_2)\nabla \Phi, \quad \nabla \cdot u = 0,
\end{align*}
\]

which is a mixed problem of the two-species chemotaxis system and the chemotaxis-fluid system.

In this thesis we show global existence and asymptotic behavior of solutions to the two-species chemotaxis systems with/without fluid environment.
1.2. Overview

This thesis is organized as follows. In the next chapter we collect basic inequalities which is often used in this thesis. The main part of this thesis consists of the following three parts.

Part I

In Part I we deal with the two-species chemotaxis system (1.1.3) in \( \Omega \times (0, \infty) \) under Neumann boundary conditions

\[
\nabla u \cdot \nu = \nabla v \cdot \nu = \nabla w \cdot \nu = 0 \quad \text{on } \partial \Omega \times (0, \infty)
\]

and initial conditions

\[
u(\cdot, 0) = u_0, \quad v(\cdot, 0) = v_0, \quad \tau w(\cdot, 0) = \tau w_0 \quad \text{in } \Omega,
\]

where \( \Omega \subset \mathbb{R}^n \) \((n \in \mathbb{N})\) is a bounded smooth domain and \( u_0, v_0, w_0 \) are smooth functions; we obtain global existence of classical solutions to the non-competitive two-species chemotaxis system \(((1.1.3)-(1.2.1)-(1.2.2))\) with \( a_1 = a_2 = 0 \) and \( \tau = 1 \) in Chapter 3 (which is based on Mizukami–Yokota [137]), and their stabilization in Chapters 3 and 4 (which is grounded on Mizukami [128]); in Chapters 5 and 6 (which are originated from Black–Lankeit–Mizukami [19] and Mizukami [131], respectively) we establish global existence and stabilization in the two-species chemotaxis system of parabolic–parabolic–elliptic type \(((1.1.3)-(1.2.1)-(1.2.2))\) with \( \tau = 0 \); Chapters 7 and 8 (which are originated from Mizukami [129] and [135], respectively) are devoted to showing global existence and stabilization in the fully parabolic two-species chemotaxis system \(((1.1.3)-(1.2.1)-(1.2.2))\) with \( \tau = 1 \).

Part II

In Part II we deal with the two-species chemotaxis-fluid system (1.1.5) in \( \Omega \times (0, \infty) \) under boundary conditions

\[
\nabla n_1 \cdot \nu = \nabla n_2 \cdot \nu = \nabla c \cdot \nu = 0, \quad u = 0 \quad \text{on } \partial \Omega \times (0, \infty)
\]

and initial conditions

\[
n(\cdot, 0) = n_0, \quad c(\cdot, 0) = c_0, \quad u(\cdot, 0) = u_0 \quad \text{in } \Omega,
\]

where \( \Omega \subset \mathbb{R}^N \) \((N = 2, 3)\) is a bounded smooth domain and \( n_0, c_0, u_0 \) are given smooth functions; we obtain global existence of classical solutions and their stabilization in the two-dimensional chemotaxis-Navier–Stokes system \(((1.1.5)-(1.2.3)-(1.2.4))\) with \( \kappa = 1 \) in Chapter 9 (which is grounded on Hirata–Kurima–Mizukami–Yokota [72]), and global existence of weak solutions and their large time behavior in the three-dimensional setting in Chapter 10 (which is grounded on Hirata–Kurima–Mizukami–Yokota [73]); Chapters 11 and 12 (which are based on Cao–Kurima–Mizukami [28] and [29], respectively) are devoted to establishing global existence of classical solutions to the three-dimensional two-species chemotaxis-fluid system \(((1.1.5)-(1.2.3)-(1.2.4))\) with \( \kappa = 0 \), and their asymptotic behavior.
Part III

In Part III we consider related problems; in Chapters 13 and 14 (which are originated from Mizukami–Yokota [138] and Mizukami [130], respectively) we obtain results on the chemotaxis system with signal-dependent sensitivity: (1.1.1) (or (1.1.2)) in $\Omega \times (0, \infty)$ under homogeneous Neumann boundary conditions and initial conditions; in Chapters 15 and 16 (which are grounded on Mizukami [132] and [134], respectively) we show convergences of solutions to a parabolic–parabolic chemotaxis system (1.1.1) in $\Omega \times (0, \infty)$ under homogeneous Neumann boundary conditions and initial conditions as $\tau \searrow 0$. Chapter 17 (which is based on Lankeit–Mizukami [103]) is concerned with a relation between classical solutions of the chemotaxis system and those of the Fisher–KPP equation: We study the chemotaxis system with logistic term

\begin{equation}
(1.2.5)
\begin{cases}
(u_{\varepsilon})_t = \Delta u_{\varepsilon} - \varepsilon \nabla \cdot (u_{\varepsilon} \nabla v_{\varepsilon}) + \mu u_{\varepsilon}(1 - u_{\varepsilon}), & x \in \Omega, \ t > 0, \\
v_{\varepsilon} = \Delta v_{\varepsilon} - v_{\varepsilon} + u_{\varepsilon}, & x \in \Omega, \ t > 0, \\
\nabla u_{\varepsilon} \cdot \nu = \nabla v_{\varepsilon} \cdot \nu = 0, & x \in \partial \Omega, \ t > 0, \\
u_{\varepsilon}(\cdot, 0) = u_{\text{init}}, \ v_{\varepsilon}(\cdot, 0) = v_{\text{init}}, & x \in \Omega,
\end{cases}
\end{equation}

where $\Omega \subset \mathbb{R}^n \ (n \in \mathbb{N})$ is a bounded convex smooth domain, and verify that solutions of (1.2.5) converge to those of Fisher–KPP equation (which is (1.2.5) with $\varepsilon = 0$) as $\varepsilon \searrow 0$; Chapter 18 (which is based on Mizukami–Otsuka–Yokota [136]) is devoted to deriving global existence of classical solutions to a chemotaxis-haptotaxis system:

\begin{equation}
(1.2.6)
\begin{cases}
u_t = \Delta \nu - \nu \chi(\nu) \nabla \nu - \xi \nabla \cdot (\nu \nabla w) + \mu \nu(1 - \nu - w), & x \in \Omega, \ t > 0, \\
v_t = \Delta \nu - \nu + u, \ & x \in \Omega, \ t > 0, \\
w_t = -\nu w, \ & x \in \Omega, \ t > 0, \\
\nabla u \cdot \nu - \nu \chi(\nu) \nabla \nu \cdot \nu - \xi \nabla w \cdot \nu = \nabla v \cdot \nu = 0, & x \in \partial \Omega, \ t > 0, \\
u(\cdot, 0) = u_0, \ v(\cdot, 0) = v_0, \ w(\cdot, 0) = w_0, & x \in \Omega,
\end{cases}
\end{equation}

where $\Omega \subset \mathbb{R}^n \ (n \in \mathbb{N})$ is a bounded smooth domain; in Chapters 19 and 20 (which are originated from Black–Lankeit–Mizukami [20] and Kurima–Mizukami [95], respectively) we investigate the generalization of the chemotaxis-fluid system

\begin{equation}
(1.2.7)
\begin{cases}
u_t = \Delta \nu - \nu \chi(c) \nabla c + r \nu - \mu \nu^2, & x \in \Omega, \ t > 0, \\
\nu_t = \Delta \nu + \nu \nabla P + \mu \nabla \Phi, \ \nabla \cdot \nu = 0, & x \in \Omega, \ t > 0, \\
\nabla c \cdot \nu = 0, \ u = 0, & x \in \partial \Omega, \ t > 0, \\
u(\cdot, 0) = n_0, \ c(\cdot, 0) = c_0, \ u(\cdot, 0) = u_0, & x \in \Omega,
\end{cases}
\end{equation}

where $\Omega \subset \mathbb{R}^N \ (N = 2, 3)$ and $m > 0$, and show existence of global solutions; in Chapter 19 we study (1.2.6) with $m = 1$, $\chi(c) = \frac{\chi_0}{c}$ with some $\chi_0 > 0$, $r = \mu = 0$ and $g(n, c) = -c + n$; in Chapter 20 we study (1.2.6) with $m > 0$, $\chi(c) = \chi_0$ with some $\chi_0 > 0$, $r, \mu > 0$ and $g(n, c) = -cn$.
Chapter 2

Preliminaries

In this chapter we state some lemmas which are often used in this thesis. We first recall Gagliardo–Nirenberg type inequalities, and then we collect standard estimates for the Neumann heat semigroup on bounded domains.

2.1. Gagliardo–Nirenberg type inequalities

The standard Gagliardo–Nirenberg inequality is stated in e.g., [48, Theorem 10.1] and [77, Section 2]. In this thesis the following less common version of the Gagliardo–Nirenberg inequality is frequently used. Here the precise proof of the following lemma can be found in the proof of [113, Lemma 2.3].

Lemma 2.1.1. Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain with smooth boundary and let \( r \geq 1, \, 0 < q < p \leq \infty, \, s > 0 \) be such that \( \frac{1}{r} \leq \frac{1}{d} + \frac{1}{p} \). Then there exist \( C_1, C_2 > 0 \) such that

\[
\|w\|_{L^p(\Omega)} \leq C_1\|w\|_{W^{1,r}(\Omega)}\|w\|_{L^q(\Omega)}^{1-a}
\]

and

\[
\|w\|_{L^p(\Omega)} \leq C_2(\|\nabla w\|_{L^r(\Omega)}\|w\|_{L^q(\Omega)}^{1-a} + \|w\|_{L^r(\Omega)}^a)
\]

hold for all \( w \in W^{1,r}(\Omega) \cap L^q(\Omega) \), where \( a = \frac{\frac{1}{r} - \frac{1}{p}}{\frac{1}{r} + \frac{1}{s} - \frac{1}{p}} \).

2.2. Standard estimates for the Neumann heat semigroup

In this section we collect standard estimates for the heat semigroup under homogeneous Neumann boundary conditions. We first recall the following well-known facts concerning the Laplacian in \( \Omega \) supplemented with homogeneous Neumann boundary conditions (for details, see [68, 77]).

Lemma 2.2.1. Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain with smooth boundary and suppose that \( k > 0 \). Let \( \Delta \) denote the realization of the Laplacian in \( L^s(\Omega) \) with domain \( \{z \in W^{2,s}(\Omega) \mid \nabla z \cdot \nu = 0 \text{ on } \partial \Omega\} \) for \( s \in (1, \infty) \). Then the operator \(-\Delta + k\) is sectorial and possesses closed fractional powers \((-\Delta + k)^\eta, \, \eta \in (0, 1)\), with dense domain \( D((-\Delta + k)^\eta) \). Moreover, the following holds.
(i) If \( m \in \{0, 1\} \), \( p \in [1, \infty] \) and \( q \in (1, \infty) \), then there exists a constant \( c_1 > 0 \) such that for all \( w \in \mathcal{D}((-\Delta + k)^n) \),

\[
\|w\|_{W^{m,p}(\Omega)} \leq c_1\|(-\Delta + k)^nw\|_{L^q(\Omega)},
\]

provided that \( m < 2q \) and \( m - d/p < 2q - d/q \).

(ii) Suppose that \( p \in [1, \infty) \). Then the associated heat semigroup \((e^{t\Delta})_{t \geq 0}\) maps \( L^p(\Omega) \) into \( \mathcal{D}((-\Delta + k)^n) \) in any of the space \( L^q(\Omega) \), \( q \geq p \), and there are \( c_2 > 0 \) and \( \lambda > 0 \) such that for all \( w \in L^p(\Omega) \),

\[
\|(-\Delta + k)^ne^{t\Delta-k}w\|_{L^q(\Omega)} \leq c_2e^{-\eta\frac{t}{2}}e^{-\lambda t}\|w\|_{L^p(\Omega)} \quad (t > 0).
\]

(iii) Let \( p \in (1, \infty) \). Then there exists \( \lambda > 0 \) such that for every \( \varepsilon > 0 \) there exists \( c_3 > 0 \) satisfying

\[
(2.2.1) \quad \|(-\Delta + k)^ne^{t\Delta-k}\nabla \cdot w\|_{L^p(\Omega)} \leq c_3e^{-\eta\varepsilon t}\|w\|_{L^p(\Omega)} \quad (t > 0)
\]

for all \( \mathbb{R}^d \)-valued \( w \in C^{0,\varepsilon}_0(\Omega) \). Accordingly, the operator \((-\Delta + k)^ne^{t\Delta-k}\nabla \cdot \) admits a unique extension to all of \( L^p(\Omega) \) which, again denoted by \((-\Delta + k)^ne^{t\Delta-k}\nabla \cdot \), satisfies (2.2.1) for all \( \mathbb{R}^d \)-valued \( w \in L^p(\Omega) \).

We next introduce \( L^p-L^q \) estimates for the heat semigroup under homogeneous Neumann boundary conditions (see [194, Lemma 1.3] and [25, Lemma 2.1]).

**Lemma 2.2.2.** Suppose that \( \Omega \subset \mathbb{R}^d \) \((d \in \mathbb{N})\) is a bounded domain with smooth boundary. Let \((e^{t\Delta})_{t \geq 0}\) be the Neumann heat semigroup in \( \Omega \), and let \( \lambda_1 > 0 \) denote the first nonzero eigenvalue of \(-\Delta \) in \( \Omega \) under Neumann boundary conditions. Then there exists \( k_1, \ldots, k_4 > 0 \) which only depend on \( \Omega \) and which have the following properties:

(i) If \( 1 \leq p \leq q \leq \infty \), then

\[
\|e^{t\Delta}w\|_{L^p(\Omega)} \leq k_1(1 + t^{-\frac{d}{2}}(\frac{1}{q} - \frac{1}{p})\lambda_1 t)e^{-\lambda_1 t}\|w\|_{L^q(\Omega)} \quad (t > 0)
\]

holds for all \( w \in L^q(\Omega) \) with \( \int_\Omega w = 0 \).

(ii) If \( 1 \leq q \leq p \leq \infty \), then

\[
\|\nabla e^{t\Delta}w\|_{L^p(\Omega)} \leq k_2(1 + t^{-\frac{d}{2}}(\frac{1}{q} - \frac{1}{p})\lambda_1 t)e^{-\lambda_1 t}\|w\|_{L^q(\Omega)} \quad (t > 0)
\]

holds for each \( w \in L^q(\Omega) \).

(iii) If \( 2 \leq q \leq p < \infty \), then

\[
\|\nabla e^{t\Delta}w\|_{L^p(\Omega)} \leq k_3(1 + t^{-\frac{d}{2}}(\frac{1}{q} - \frac{1}{p})\lambda_1 t)e^{-\lambda_1 t}\|\nabla w\|_{L^q(\Omega)} \quad (t > 0)
\]

is true for all \( w \in W^{1,q}(\Omega) \).

(iv) If \( 1 < q \leq p < \infty \), then

\[
(2.2.2) \quad \|e^{t\Delta}\nabla \cdot w\|_{L^p(\Omega)} \leq k_4(1 + t^{-\frac{d}{2}}(\frac{1}{q} - \frac{1}{p})\lambda_1 t)e^{-\lambda_1 t}\|w\|_{L^q(\Omega)} \quad (t > 0)
\]

is valid for all \( w \in (C^0_0(\Omega))^d \). Consequently, for all \( t > 0 \) the operator \( e^{t\Delta}\nabla \cdot \) possesses a uniquely determined extension to an operator from \( L^q(\Omega) \) into \( L^p(\Omega) \), which norm controlled according to (2.2.2).
Part I
Two-species chemotaxis systems
Chapter 3

Global existence and asymptotic stability of solutions to a two-species chemotaxis system with logistic term

3.1. Problem and results

In this chapter we consider the two-species chemotaxis system

\[
\begin{cases}
    u_t = \Delta u - \nabla \cdot (u \chi_1(w) \nabla w) + \mu_1 u(1 - u), & x \in \Omega, \ t > 0, \\
    v_t = \Delta v - \nabla \cdot (v \chi_2(w) \nabla w) + \mu_2 v(1 - v), & x \in \Omega, \ t > 0, \\
    w_t = d \Delta w + h(u, v, w), & x \in \Omega, \ t > 0, \\
    \nabla u \cdot \nu = \nabla v \cdot \nu = \nabla w \cdot \nu = 0, & x \in \partial \Omega, \ t > 0, \\
    u(x, 0) = u_0(x), v(x, 0) = v_0(x), w(x, 0) = w_0(x), & x \in \Omega,
\end{cases}
\]

where \( \Omega \) is a bounded domain in \( \mathbb{R}^n \) (\( n \in \mathbb{N} \)) with smooth boundary \( \partial \Omega \) and \( \nu \) is the outward normal vector to \( \partial \Omega \). The initial data \( u_0, v_0 \) and \( w_0 \) are assumed to be nonnegative functions. The unknown functions \( u(x, t) \) and \( v(x, t) \) represent the population densities of two species and \( w(x, t) \) shows the concentration of the substance at place \( x \) and time \( t \).

In a mathematical view, global existence and behavior of solutions are fundamental theme. However, the problem (3.1.1) has some difficult points caused by the logistic term and by generalization of \( \chi_1 \) and \( h \). For example, we cannot use the Lyapunov function. To overcome the difficulty, Negreanu–Tello [150, 151] built a technical way to prove global existence and asymptotic behavior of solutions to (3.1.1). In [151] they dealt with (3.1.1) when \( d = 0, \mu_i > 0 \) under the condition

\[
\exists \overline{w} \geq w_0; \ h(\overline{u}, \overline{v}, \overline{w}) \leq 0,
\]

where \( \overline{u}, \overline{v} \) satisfy some representations determined by \( \overline{w} \). In [150] they studied (3.1.1) when \( 0 < d < 1, \mu_i = 0 \) under similar conditions as in [151] and

\[
\chi_i' + \frac{1}{1-d} \chi_i^2 \leq 0 \quad (i = 1, 2).
\]
They supposed in [150, 151] that the functions $h, \chi_i$ for $i = 1, 2$ generalize of the prototypical case $\chi_i(w) = \frac{x_{0,i}}{(1+w)^{\sigma_i}}$ ($\chi_{0,i} > 0, \sigma_i > 1$), $h(u, v, w) = u + v - w$. As to the special case that $d = 1$ and $h(u, v, w) = u + v - w$, Zhang–Li [213] proved global existence of solutions to (3.1.1) under the assumption that $\mu_i$ is small and $\chi_i(w) \leq \frac{x_{0,i}}{(1+w)^{\sigma_i}}$ for $\sigma_i > 1, x_{0,i} > 0$ being small enough.

The purpose of the present chapter is to obtain global existence and asymptotic stability of solutions to (3.1.1) without the restriction of $0 \leq d < 1$. We shall suppose throughout this chapter that $h, \chi_i (i = 1, 2)$ satisfy the following conditions:

$$\begin{align*}
(3.1.3) & \quad \chi_i \in C^{1+\theta}([0, \infty)) \cap L^1([0, \infty)) (0 < \exists \theta < 1), \quad \chi_i > 0 \quad (i = 1, 2), \\
(3.1.4) & \quad h \in C^1([0, \infty) \times [0, \infty) \times [0, \infty)), \quad h(0, 0, 0) \geq 0, \\
(3.1.5) & \quad \exists \gamma > 0; \quad \frac{\partial h}{\partial u}(u, v, w) \geq 0, \quad \frac{\partial h}{\partial v}(u, v, w) \geq 0, \quad \frac{\partial h}{\partial w}(u, v, w) \leq -\gamma, \\
(3.1.6) & \quad \exists \delta > 0, \exists M > 0; \quad |h(u, v, w) + \delta w| \leq M(u + v + 1), \\
(3.1.7) & \quad \exists k_i > 0; \quad -\chi_i(w)h(0, 0, w) \leq k_i \quad (i = 1, 2).
\end{align*}$$

We also assume that

$$\begin{align*}
(3.1.8) & \quad \exists p > n; \quad 2d\chi'_i(w) + \left( (d-1)p + \sqrt{(d-1)^2p^2 + 4dp} \right) [\chi_i(w)]^2 \leq 0 \quad (i = 1, 2).
\end{align*}$$

The above conditions cover the prototypical example $\chi_i(w) = \frac{x_{0,i}}{(1+w)^{\sigma_i}}$ ($\chi_{0,i} > 0, \sigma_i > 1$), $h(u, v, w) = u + v - w$. Asymptotic behavior of solutions to (3.1.1) will be discussed under the following additional condition: There exists $\tau > 0$ such that

$$\begin{align*}
(3.1.9) & \quad \max\{C_u(\tau)\chi_1(0)\|h_u\|_{L^\infty(\Omega)}, C_v(\tau)\chi_2(0)\|h_v\|_{L^\infty(\Omega)}\} < \frac{1}{2}\gamma, \\
(3.1.10) & \quad C_w(\tau)^2\chi_i(0)^2 < 4\mu_i \quad (i = 1, 2),
\end{align*}$$

where $h_u := \partial h/\partial u$, $h_v := \partial h/\partial v$, $I_\tau := (0, C_u(\tau)) \times (0, C_v(\tau)) \times (0, C_w(\tau))$ and $C_u(\tau)$, $C_v(\tau)$, $C_w(\tau)$ will be defined in the proof of Theorem 3.1.1. We assume that the initial data $u_0, v_0, w_0$ satisfy

$$\begin{align*}
(3.1.11) & \quad 0 \leq u_0 \in C(\overline{\Omega}) \setminus \{0\}, \quad 0 \leq v_0 \in C(\overline{\Omega}) \setminus \{0\}, \quad 0 \leq w_0 \in W^{1,q}(\Omega) \quad (\exists q > n).
\end{align*}$$

Now the main results read as follows. The first theorem is concerned with global existence and boundedness in (3.1.1).

**Theorem 3.1.1.** Let $d \geq 0$, $\mu_i > 0$ ($i = 1, 2$). Assume that $h, \chi_i$ satisfy (3.1.3)–(3.1.8). Then for any $u_0, v_0, w_0$ satisfying (3.1.11) for some $q > n$, there exists an exactly one pair $(u, v, w)$ of nonnegative functions

$$\begin{align*}
&u, \quad v, \quad w \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)) \quad \text{when} \ d > 0, \\
&u, \quad v, \quad w \in C([0, \infty); W^{1,q}(\Omega)) \cap C^1((0, \infty); W^{1,q}(\Omega)) \quad \text{when} \ d = 0,
\end{align*}$$

which satisfy (3.1.1). Moreover, the solution $(u, v, w)$ is uniformly bounded, i.e., there exists a constant $C > 0$ such that

$$\begin{align*}
\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{L^\infty(\Omega)} + \|w(\cdot, t)\|_{L^\infty(\Omega)} \leq C \quad \text{for all} \ t \geq 0.
\end{align*}$$
Remark 3.1.1. When $0 < d < 1$, we note that the condition (3.1.8) in Theorem 3.1.1 relaxes (3.1.2) assumed in [150], because the following relation holds:

$$
\frac{(d-1)p + \sqrt{(d-1)^2p^2 + 4dp}}{2d} < \frac{1}{1 - d}.
$$

Remark 3.1.2. We excluded the case $\mu_i = 0$ $(i = 1, 2)$ in Theorem 3.1.1. It seems to be indefinite whether our proof of boundedness is applicable to such case.

The second one gives asymptotic behavior of solutions to (3.1.1).

Theorem 3.1.2. Let $d > 0$, $\mu_i > 0$ $(i = 1, 2)$. Under the conditions (3.1.3)–(3.1.8) and (3.1.9), (3.1.10), the unique global solution $(u, v, w)$ of (3.1.1) has the following asymptotic behavior:

$$
\|u(\cdot, t) - 1\|_{L^\infty(\Omega)} \to 0, \quad \|v(\cdot, t) - 1\|_{L^\infty(\Omega)} \to 0, \quad \|w(\cdot, t) - \tilde{w}\|_{L^\infty(\Omega)} \to 0 \quad (t \to \infty),
$$

where $\tilde{w} \geq 0$ is such that $h(1, 1, \tilde{w}) = 0$.

Remark 3.1.3. From (3.1.4)–(3.1.6) there exists $\tilde{w}$ such that $h(1, 1, \tilde{w}) = 0$. Indeed, if we choose $\tilde{w} \geq 3M/\delta$, then (3.1.6) yields that $h(1, 1, \tilde{w}) \leq 3M - \delta \tilde{w} \leq 0$. On the other hand, (3.1.4) and (3.1.5) imply that $h(1, 1, 0) \geq h(0, 0, 0) \geq 0$. Hence, by the intermediate value theorem there exists $\tilde{w} \geq 0$ such that $h(1, 1, \tilde{w}) = 0$.

Remark 3.1.4. Theorem 3.1.2 shows that the solutions $u$, $v$ have the same behavior. This theorem is a new result not only in two-species chemotaxis system but also in chemotaxis-growth system (single-species case); note that there are not any result about asymptotic behavior of solutions to the fully parabolic system. The difference between one-species and two-species appears only in dealing with $w$ because there are not competitive terms. However the difference is not so big because we can make an estimate for $h(u, v, w)$ by using some conditions. By using a different method we will study the case that the two-species compete with each other, e.g., $\mu_i u(1 - a_1 u - a_2 v)$ in Chapter 7 later.

The strategy for the proof of Theorem 3.1.1 is to construct estimates for $\int_\Omega u^p$ and $\int_\Omega v^p$. One of the keys for this strategy is to derive inequality

$$(3.1.12) \quad \frac{d}{dt} \int_\Omega u^p[f_1(w)]^{-r} \leq a \int_\Omega u^p[f_1(w)]^{-r} - b \left( \int_\Omega u^p[f_1(w)]^{-r} \right)^{\frac{r+1}{r}}$$

for some positive constants $a, b$, where $f_1(w) := \exp \left\{ \int_0^w \chi_1(s) \, ds \right\}$. Negreanu–Tello [150, 151] proved a similar differential inequality for “all” $p \geq 1$ and $r := \frac{(p-1)p}{p-d(p-1)}$. In this work we derive (3.1.12) for “some” $p > n$ and some $r = r(d, p) > 0$ by modifying the proof in [150, 151]. This enables us to improve the previous work and to remove the restriction of $0 \leq d < 1$. On the other hand, the strategy for the proof of Theorem 3.1.2 is to modify an argument in [151]. The key for this strategy is to obtain positive lower bounds for $\int_\Omega u$ and $\int_\Omega v$ by modifying an argument in [56].

This chapter is organized as follows. In Section 3.2 we collect basic facts which will be used later. In Section 3.3 we prove global existence and boundedness (Theorem 3.1.1). Section 3.4 is devoted to the proof of asymptotic stability (Theorem 3.1.2).
3.2. Local existence

In this section we recall the following result concerned with local existence of classical solutions to (3.1.1).

**Lemma 3.2.1.** Let \( d \geq 0, \mu_i \geq 0 \) \((i = 1, 2)\). Assume that \( h, \chi_i \) satisfy (3.1.3), (3.1.4), (3.1.6). Then for any \( u_0, v_0, w_0 \) satisfying (3.1.11) for some \( q > n \), there exist \( T_{\text{max}} \in (0, \infty) \) and an exactly one pair \((u, v, w)\) of nonnegative functions

\[
\begin{align*}
&u, v, w \in C(\Omega \times [0, T_{\text{max}})) \cap C^2(\Omega \times (0, T_{\text{max}})) \quad \text{when} \ d > 0, \\
&u, v, w \in C([0, T_{\text{max}}); W^{1,q}(\Omega)) \cap C^1((0, T_{\text{max}}); W^{1,q}(\Omega)) \quad \text{when} \ d = 0,
\end{align*}
\]

which satisfy (3.1.1). Moreover,

either \( T_{\text{max}} = \infty \) or \( \lim_{t \to T_{\text{max}}} (\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{L^\infty(\Omega)} + \|w(\cdot, t)\|_{L^\infty(\Omega)}) = \infty. \)

**Proof.** We first consider the case \( d > 0 \). The proof of local existence of classical solutions to (3.1.1) is based on a standard contraction mapping argument, which can be found in [193, 195]. The case \( d = 0 \) is show in [151]. Finally the maximum principle is applied to yield \( u > 0, v > 0, w \geq 0 \) in \( \Omega \times (0, T_{\text{max}}). \)

3.3. Global existence and boundedness

Let \((u, v, w)\) be the solution to (3.1.1) on \([0, T_{\text{max}}]\) as in Lemma 3.2.1. We introduce the functions \( f_1 = f_1(w) \) and \( f_2 = f_2(w) \) by

\[
(3.3.1) \quad f_i(w) := \exp \left\{ \int_0^w \chi_i(s) \, ds \right\} \quad \text{for} \ i = 1, 2
\]

to prove the following lemma.

**Lemma 3.3.1.** Let \( d \geq 0, \mu_i \geq 0 \) \((i = 1, 2)\). Assume that \( \chi_i \) satisfy (3.1.3) and (3.1.8) with some \( p > n \). Then there exists \( r = r(d, p) > 0 \) such that

\[
\begin{align*}
(3.3.2) \quad &\frac{d}{dt} \int_\Omega u^p f_1^{-r} \leq p \mu_1 \int_\Omega u^p f_1^{-r}(1 - u) - r \int_\Omega u^p f_1^{-r} \chi_1(w) h(u, v, w), \\
(3.3.3) \quad &\frac{d}{dt} \int_\Omega v^p f_2^{-r} \leq p \mu_2 \int_\Omega v^p f_2^{-r}(1 - v) - r \int_\Omega v^p f_2^{-r} \chi_2(w) h(u, v, w).
\end{align*}
\]

**Proof.** We let \( p \geq 1 \) be fixed later. From the first and third equations in (3.1.1) we have

\[
\frac{d}{dt} \int_\Omega u^p f_1^{-r} = p \int_\Omega u^{p-1} f_1^{-r} \nabla \cdot (\nabla u - u \chi_1(w) \nabla w) + \mu_1 \int_\Omega u^p f_1^{-r}(1 - u) \\
- rd \int_\Omega u^p f_1^{-r} \chi_1(w) \Delta w - r \int_\Omega u^p f_1^{-r} \chi_1(w) h(u, v, w).
\]

Denoting by \( I_1 \) and \( I_2 \) the first and third terms on the right-hand side as

\[
\begin{align*}
I_1 &:= p \int_\Omega u^{p-1} f_1^{-r} \nabla \cdot (\nabla u - u \chi_1(w) \nabla w), \\
I_2 &:= -rd \int_\Omega u^p f_1^{-r} \chi_1(w) \Delta w,
\end{align*}
\]
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we can write as

\begin{equation}
\frac{d}{dt} \int_{\Omega} u^p f_1^{-r} = I_1 + I_2 + p\mu_1 \int_{\Omega} u^p f_1^{-r} (1 - u) - r \int_{\Omega} u^p f_1^{-r} \chi_1(w) h(u,v,w). \tag{3.3.4}
\end{equation}

We shall show that the following inequality:

\[ \exists p > n, \exists r > 0; I_1 + I_2 \leq 0. \]

Noting that

\[ f_1 \nabla \left( \frac{u}{f_1} \right) = \nabla u - u \chi_1(w) \nabla w, \]

we obtain

\[
I_1 = p \int_{\Omega} u^{p-1} f_1^{-r} \nabla \cdot \left(f_1 \nabla \left( \frac{u}{f_1} \right) \right)
= p \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-1} f_1^{-r+p-1} \nabla \cdot \left(f_1 \nabla \left( \frac{u}{f_1} \right) \right)
= -p(p - 1) \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-2} f_1^{-r+p} \left| \nabla \left( \frac{u}{f_1} \right) \right|^2
- p(-r + p - 1) \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-1} f_1^{-r+p} \chi_1(w) \nabla \left( \frac{u}{f_1} \right) \cdot \nabla w.
\]

Similarly, we see that

\[
I_2 = -rd \int_{\Omega} \left( \frac{u}{f_1} \right)^p f_1^{-r+p} \chi_1(w) \Delta w
= rdp \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-1} f_1^{-r+p} \chi_1(w) \nabla \left( \frac{u}{f_1} \right) \cdot \nabla w
+ rd \int_{\Omega} \left( \frac{u}{f_1} \right)^p f_1^{-r+p} \left((-r + p)[\chi_1(w)]^2 + \chi_1(w) \right) |\nabla w|^2.
\]

Therefore it follows that

\[
I_1 + I_2
= -p(p - 1) \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-2} f_1^{-r+p} \left| \nabla \left( \frac{u}{f_1} \right) \right|^2
- (p(p - 1) - (1 + d)p) \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-1} f_1^{-r+p} \chi_1(w) \nabla \left( \frac{u}{f_1} \right) \cdot \nabla w
+ \int_{\Omega} \left( \frac{u}{f_1} \right)^p f_1^{-r+p} \left( dr(-r + p)[\chi_1(w)]^2 + dr\chi_1(w) \right) |\nabla w|^2
= -p(p - 1) \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-2} f_1^{-r+p} \left| \nabla \left( \frac{u}{f_1} \right) \right|^2
+ \frac{p(p - 1) - (1 + d)p}{2p(p - 1)} \chi_1(w) \frac{u}{f_1} \nabla \left( \frac{u}{f_1} \right) \cdot \nabla w
+ \int_{\Omega} \left( \frac{u}{f_1} \right)^p f_1^{-r+p} \left( \frac{dr(-r + p)}{4p(p - 1)} \chi_1(w) \right)^2 + dr\chi_1(w) \right) |\nabla w|^2.
\]
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Here we write as
\[
\left( \frac{(p(p-1)-(1+d)p\gamma)^2}{4p(p-1)} + dr(-r+p) \right) [\chi_1(w)]^2 + d\gamma'(w)
= \frac{1}{4p(p-1)}(a_1r^2 + 2a_2r + a_3),
\]
where \(a_1, a_2, a_3\) are given by
\[
a_1 := ((d-1)^2p + 4d)[\chi_1(w)]^2,
a_2 := (p-1)(p(d-1)[\chi_1(w)]^2 + 2d\gamma'(w)),
a_3 := p(p-1)^2[\chi_1(w)]^2.
\]
Then there exists \(p > n\) such that the discriminant
\[
D_r = 4(p-1)^2[(px_1^2(d-1) + 2d\gamma'(w))^2 - p\gamma_1^4(p(d-1)^2 + 4d)]
\]
is nonnegative in view of (3.1.8). Therefore we have that there exists \(r > 0\) such that
\[
I_1 + I_2 \leq 0.
\]
Hence (3.3.4) implies
\[
\frac{d}{dt} \int_{\Omega} u^p f_1^{-r} \leq p\mu_1 \int_{\Omega} u^p f_1^{-r}(1-u) - r \int_{\Omega} u^p f_1^{-r}\chi_1 h(u,v,w).
\]
This means that (3.3.2) holds. In the same way, we obtain (3.3.3). \(\square\)

**Lemma 3.3.2.** Let \(d \geq 0, \mu_i > 0\) \((i = 1, 2)\). Assume that \(h, \chi_i\) satisfy (3.1.3)–(3.1.5), (3.1.7), and (3.1.8) with some positive constants \(k_i\) \((i = 1, 2)\) and \(p > n\), then
\[
(3.3.5) \quad \|u(\cdot, t)\|_{L^p(\Omega)} \leq \left( e^{\|\chi_1\|_{L^1(0,\infty)}} \right)^{r/p} \max \left\{ \|u_0\|_{L^p(\Omega)}, \frac{p\mu_1 + r\gamma_1}{p\mu_1} |\Omega|^{1/p} \right\},
\]
\[
(3.3.6) \quad \|v(\cdot, t)\|_{L^p(\Omega)} \leq \left( e^{\|\chi_2\|_{L^1(0,\infty)}} \right)^{r/p} \max \left\{ \|v_0\|_{L^p(\Omega)}, \frac{p\mu_2 + r\gamma_2}{p\mu_2} |\Omega|^{1/p} \right\}.
\]

**Proof.** From the mean value theorem, the condition (3.1.5) and the fact that \(u, v > 0\), it follows that for some \(\xi_1, \xi_2\) satisfying \(0 \leq \xi_1 \leq u\) and \(0 \leq \xi_2 \leq v\),
\[
h(u,v,w) = \frac{\partial h}{\partial u}(\xi_1, v, w)u + \frac{\partial h}{\partial v}(0, \xi_2, w)v + h(0,0,w)
\geq h(0,0,w).
\]
This together with the condition (3.1.7) leads to
\[
(3.3.7) \quad -r \int_{\Omega} u^p f_1^{-r}\chi_1(w)h(u,v,w) \leq -r \int_{\Omega} u^p f_1^{-r}\chi_1(w)h(0,0,w)
\leq k_1r \int_{\Omega} u^p f_1^{-r}.
\]
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Combining (3.3.2) with (3.3.7), we obtain
\[ \frac{d}{dt} \int_{\Omega} u^p f_1^{-r} \leq (\mu_1 p + k_1 r) \int_{\Omega} u^p f_1^{-r} - \mu_1 p \int_{\Omega} u^{p+1} f_1^{-r}. \]
Hence the Hölder inequality gives
\[ \frac{d}{dt} \int_{\Omega} u^p f_1^{-r} \leq (\mu_1 p + k_1 r) \int_{\Omega} u^p f_1^{-r} - \mu_1 p |\Omega|^{-1/p} \left( \int_{\Omega} u^{p+1} f_1^{-r} \right)^{(p+1)/p}. \]
Solving this differential inequality, we infer
\[ \left( \int_{\Omega} u^p f_1^{-r} \right)^{1/p} \leq \max \left\{ \left( \int_{\Omega} u^p_0 f_1^{-r} \right)^{1/p}, \frac{p\mu_1 + r k_1}{p\mu_1} |\Omega|^{1/p} \right\}. \]
Recalling the definition (3.3.1), we notice the relation
\[ 1 \leq f_1(w) \leq e^{\|u\|_{L^1(\Omega)}}, \]
which yields (3.3.5). In the same way, we obtain (3.3.6).

**Remark 3.3.1.** When \( d = 0 \), (3.3.2), (3.3.3), (3.3.5) and (3.3.6) still hold for all \( p \geq 1 \). Indeed, we have only to choose \( r = p - 1 \) in the above proof.

**Proof of Theorem 3.1.1.** First consider the case \( d > 0 \). We let \( \tau \in (0, T_{\max}) \). In view of Lemma 3.2.1 it is sufficient to make sure that
\[ \|u(\cdot, t)\|_{L^\infty(\Omega)} \leq C_u(\tau), \quad \|v(\cdot, t)\|_{L^\infty(\Omega)} \leq C_v(\tau), \quad \|w(\cdot, t)\|_{L^\infty(\Omega)} \leq C_w(\tau), \quad t \in (\tau, T_{\max}) \]
holds with some \( C_u(\tau), C_v(\tau), C_w(\tau) > 0 \). We let \( \rho \in \left( \frac{p+n}{2p}, 1 \right) \). This means \( 1 < 2\rho - \frac{n}{p} \).
Writing as
\[ w_t = d(\Delta - \delta/d)w + h(u, v, w) + \delta w, \]
and applying the variation of constants formula for \( w \), we have
\[ w(\cdot, t) = e^{d(\Delta - \delta/d)} w_0 + \int_0^t e^{d(t-s)(\Delta - \delta/d)} (h(u(\cdot, s), v(\cdot, s), w(\cdot, s)) + \delta w(\cdot, s)) \, ds. \]
From Lemma 2.2.1 we obtain that for all \( t \in (\tau, T_{\max}) \),
\[ \|w(\cdot, t)\|_{W^{1,\infty}(\Omega)} \leq c_1 \|(-\Delta + \delta/d)^\rho w(\cdot, t)\|_{L^p(\Omega)} \]
\[ \leq c_1 c_2 t^{-\rho} e^{-\lambda t} \|w_0\|_{L^p(\Omega)} + c_1 c_2 \int_0^t (t-s)^{-\rho} e^{-\lambda(t-s)} \|h(u(\cdot, s), v(\cdot, s), w(\cdot, s)) + \delta w(\cdot, s)\|_{L^p(\Omega)} \, ds \]
Thus a combination of (3.1.6) and Lemma 3.3.2 entails that
\[ \|w(\cdot, t)\|_{W^{1,\infty}(\Omega)} \leq c_1 c_2 t^{-\rho} e^{-\lambda t} \|w_0\|_{L^p(\Omega)} + c_1 c_2 c_4 \int_0^t (t-s)^{-\rho} e^{-\lambda(t-s)} \, ds, \]
where
\[ c_4 := \sup_{0 \leq s < T_{\max}} \{ M(\|u(\cdot, s)\|_{L^p(\Omega)} + \|v(\cdot, s)\|_{L^p(\Omega)} + 1) \} \]
\( (c_4 < \infty \) by Lemma 3.3.2). Noting that
\[ \int_0^t (t - s)^{-\rho}e^{-\lambda(t-s)} ds \leq \int_0^\infty r^{-\rho}e^{-\lambda r} dr < \infty, \]
we deduce that
\[ (3.3.8) \quad \|w(\cdot, t)\|_{W^{1,\infty}(\Omega)} \leq c_1 c_2 \left( \tau^{-\rho}e^{-\lambda \tau} + c_4 \int_0^\infty r^{-\rho}e^{-\lambda r} dr \right) =: C_w(\tau). \]
Since (3.1.8) implies \( \chi'_1 < 0 \), it follows from (3.3.5) and (3.3.8) that for all \( t \in (\tau/2, T_{\max}) \),
\[ \|u(\cdot, t)\chi_1(w(\cdot, t))\nabla w(\cdot, t)\|_{L^p(\Omega)} \leq \chi_1(0)\|u(\cdot, t)\|_{L^p(\Omega)}\|\nabla w(\cdot, t)\|_{L^\infty(\Omega)} \leq \chi_1(0) \sup_{0 \leq t < T_{\max}} \|u(\cdot, t)\|_{L^p(\Omega)} C_w(\tau/2) =: c_5. \]
Employing the variation of constants formula for \( u \) yields
\[ u(\cdot, t) = e^{(t-\tau/2)(\Delta - 1)} u \left( \cdot, \frac{T}{2} \right) - \int_{\tau/2}^t e^{(t-s)(\Delta - 1)} \nabla \cdot (u(\cdot, s) \chi_1(w(\cdot, s)) \nabla w(\cdot, s)) ds \]
\[ + \int_{\tau/2}^t e^{(t-s)(\Delta - 1)}[(\mu_1 + 1)u(\cdot, s) - \mu_1 u(\cdot, s)^2] ds \]
\[ =: J_1 + J_2 + J_3, \quad t \in (\tau, T_{\max}). \]
Let \( \eta \in \left( \frac{\nu}{2p}, \frac{1}{2} \right) \) and \( \varepsilon \in (0, \frac{1}{2} - \eta) \). Then we observe that \( 0 < 2\eta - \frac{\nu}{p} \) and \( \eta + \varepsilon + \frac{1}{2} < 1 \). By Lemmas 2.2.1 and 3.3.2 we see that for all \( t \in (\tau, T_{\max}) \),
\[ \|J_1\|_{L^{\infty}(\Omega)} = \left\| e^{(t-\tau/2)(\Delta - 1)} u \left( \cdot, \frac{T}{2} \right) \right\|_{L^{\infty}(\Omega)} \]
\[ \leq c_1 \left\| (-\Delta + 1)^{\eta} e^{(t-\tau/2)(\Delta - 1)} u \left( \cdot, \frac{T}{2} \right) \right\|_{L^p(\Omega)} \]
\[ \leq c_1 c_2 \left( t - \frac{T}{2} \right)^{-\eta} e^{-\lambda t} \left\| u \left( \cdot, \frac{T}{2} \right) \right\|_{L^p(\Omega)} \]
\[ \leq 2^{\eta} c_1 c_2 \tau^{-\eta} e^{-\eta \tau} \sup_{0 \leq t < T_{\max}} \|u(\cdot, t)\|_{L^p(\Omega)}. \]
Using Lemma 2.2.1, we obtain
\[ \|J_2\|_{L^{\infty}(\Omega)} \leq \int_{\tau/2}^t \|e^{(t-s)(\Delta - 1)} \nabla \cdot (u(\cdot, s) \chi_1(w(\cdot, s)) \nabla w(\cdot, s))\|_{L^{\infty}(\Omega)} ds \]
\[ \leq c_1 \int_{\tau/2}^t \|(-\Delta + 1)^{\eta} e^{(t-s)(\Delta - 1)} \nabla \cdot (u(\cdot, s) \chi_1(w(\cdot, s)) \nabla w(\cdot, s))\|_{L^p(\Omega)} ds \]
\[ \leq c_1 c_3 \int_{\tau/2}^t (t - s)^{-\eta-\varepsilon-1/2} e^{-(\nu+1)(t-s)} \|u(\cdot, s) \chi_1(w(\cdot, s)) \nabla w(\cdot, s)\|_{L^p(\Omega)} ds, \]
which with (3.3.9) yields that
\[ \|J_2\|_{L^\infty(\Omega)} \leq c_1c_3c_5 \int_0^\infty r^{-(\eta+\varepsilon+1/2)} e^{-(\nu+1)r} \, dr. \]

Since the Neumann heat semigroup \((e^{t\Delta})_{t \geq 0}\) has the order preserving property, we infer from the inequality
\[ -\mu_1 \left( u(\cdot, s) - \frac{\mu_1 + 1}{2\mu_1} \right)^2 + \frac{(\mu_1 + 1)^2}{4\mu_1} \leq \frac{(\mu_1 + 1)^2}{4\mu_1} \]
that
\[ J_3 = \int_{\tau/2}^t e^{(t-s)(\Delta-1)} \left[ -\mu_1 \left( u(\cdot, s) - \frac{\mu_1 + 1}{2\mu_1} \right)^2 + \frac{(\mu_1 + 1)^2}{4\mu_1} \right] \, ds \]
\[ \leq \frac{(\mu_1 + 1)^2}{4\mu_1} \int_{\tau/2}^t e^{(t-s)\Delta} e^{-(t-s)} \, ds, \]
and moreover, by the maximum principle we have
\[ J_3 \leq \frac{(\mu_1 + 1)^2}{4\mu_1} \int_{\tau/2}^t e^{-(t-s)} \, ds \]
\[ \leq \frac{(\mu_1 + 1)^2}{4\mu_1} (1 - e^{-\tau/2}). \]

Therefore we obtain that there exists \(C_u(\tau) > 0\) such that
\[ u(\cdot, t) \leq \|J_1\|_{L^\infty(\Omega)} + \|J_2\|_{L^\infty(\Omega)} + J_3 \]
\[ \leq C_u(\tau), \quad t \in (\tau, T_{\text{max}}). \]

The positivity of \(u\) yields that
\[ \|u(\cdot, t)\|_{L^\infty(\Omega)} \leq C_u(\tau), \quad t \in (\tau, T_{\text{max}}). \]

The same argument as for \(u\) gives the \(L^\infty(\Omega)\) bound for \(v\). This completes the proof in the case \(d > 0\). Next consider the case \(d = 0\). From Remark 3.3.1 we have
\[ \|u(\cdot, t)\|_{L^p(\Omega)} \leq \exp\{\|\chi_1\|_{L^1(0,\infty)}^{(p-1)/p} \max \left\{ \|u_0\|_{L^p(\Omega)}, \frac{p\mu_1 + (p - 1)k_1}{pp_1} |\Omega|^{1/p} \right\} \}
\]
for all \(p \geq 1\). Taking the limits as \(p \to \infty\), we obtain the \(L^\infty(\Omega)\) bound for \(u\), and similarly for \(v\). The \(L^\infty\) bound for \(w\) follows from
\[ w(\cdot, t) = e^{-\delta t}w_0 + \int_0^t e^{-\delta(t-s)} \left( h(u(\cdot, s), v(\cdot, s), w(\cdot, s)) + \delta w(\cdot, s) \right) \, ds. \]
This completes the proof when \(d = 0\). \(\square\)
3.4. Asymptotic behavior

In this section we prove the asymptotic stability of solutions to (3.1.1). We denote by \( u^*, v^* \) and \( w^* \) the functions defined as

\[
  u^*(t) := \frac{1}{|\Omega|} \int_{\Omega} u(x, t) \, dx, \quad v^*(t) := \frac{1}{|\Omega|} \int_{\Omega} v(x, t) \, dx
\]

and

\[
  w^*(t) := \frac{1}{|\Omega|} \int_{\Omega} w(x, t) \, dx.
\]

We also put \( \Omega_{\infty} := \Omega \times (0, \infty), \Omega_T := \Omega \times (\tau, T) \) for \( \tau \in [0, \infty), \, T \in (\tau, \infty] \).

**Lemma 3.4.1.** Let \( (u, v, w) \) be a solution to (3.1.1). Under the condition (3.1.9), the following inequality holds:

\[
\int_{\Omega_{\infty}} \left| \nabla u \right|^2 + \int_{\Omega_{\infty}} \left| \nabla v \right|^2 + \int_{\Omega_{\infty}} \left| \nabla w \right|^2 + \int_{\Omega_{\infty}} [u(u - 1)^2 + v(v - 1)^2] \leq C
\]

with some constant \( C > 0 \).

**Proof.** Let \( \tau > 0 \) be a constant fixed later. We multiply the first equation in (3.1.1) by \( u - 1 \) and the second equation in (3.1.1) by \( v - 1 \), and integrate them over \( \Omega_T \) to obtain

\[
\frac{1}{2} \int_{\Omega} [u(\cdot, t) - 1]^2 \, d\tau = - \int_{\Omega_T} \left| \nabla u \right|^2 + \int_{\Omega_T} u \chi_w \nabla u \cdot \nabla w - \mu_1 \int_{\Omega_T} u(u - 1)^2,
\]

\[
\frac{1}{2} \int_{\Omega} [v(\cdot, t) - 1]^2 \, d\tau = - \int_{\Omega_T} \left| \nabla v \right|^2 + \int_{\Omega_T} v \chi_w \nabla v \cdot \nabla w - \mu_2 \int_{\Omega_T} v(v - 1)^2.
\]

Multiplying the third equation in (3.1.1) by \(-\Delta w\) and integrating it over \( \Omega_T \), we have

\[
\frac{1}{2} \int_{\Omega} \left| \nabla w(\cdot, t) \right|^2 \, d\tau = -d \int_{\Omega_T} \left| \Delta w \right|^2 - \int_{\Omega_T} h(u, v, w) \Delta w
\]

\[
= -d \int_{\Omega_T} \left| \Delta w \right|^2 - \int_{\Omega_T} h_u \nabla u \cdot \nabla w + \int_{\Omega_T} h_v \nabla v \cdot \nabla w + \int_{\Omega_T} h_w |\nabla w|^2
\]

\[
\leq \int_{\Omega_T} h_u \nabla u \cdot \nabla w + \int_{\Omega_T} h_v \nabla v \cdot \nabla w + \int_{\Omega_T} (-\gamma) |\nabla w|^2.
\]

Adding this to the above identities multiplied by positive constants \( \lambda_1 \) and \( \lambda_2 \) (fixed later), we see that

\[
\lambda_1 \left( \int_{\Omega_T} \left| \nabla u \right|^2 + \mu_1 \int_{\Omega_T} u(u - 1)^2 \right)
\]

\[
+ \lambda_2 \left( \int_{\Omega_T} \left| \nabla v \right|^2 + \mu_2 \int_{\Omega_T} v(v - 1)^2 \right) + \gamma \int_{\Omega_T} |\nabla w|^2
\]

\[
\leq \int_{\Omega_T} \left( \lambda_1 u \chi_w + h_u \right) \nabla u \cdot \nabla w + \int_{\Omega_T} \left( \lambda_2 v \chi_2 + h_v \right) \nabla v \cdot \nabla w + O(1)
\]
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as $T \to \infty$. Since (3.1.8) implies $\chi_1' < 0$, it follows that
\[
\int_\Omega (\lambda_1 u \chi_1(w) + h_u) \nabla u \cdot \nabla w \leq \left( \lambda_1 C_u(\tau) \chi_1(0) + \|h_u\|_{L^\infty(I_r)} \right) \int_\Omega \nabla u \cdot \nabla w
\]
\[
\leq \left( \lambda_1 C_u(\tau) \chi_1(0) + \|h_u\|_{L^\infty(I_r)} \right)^2 \int_\Omega |\nabla u|^2 + \frac{\gamma}{2} \int_\Omega |\nabla w|^2,
\]
where $I_r := (0, C_u(\tau)) \times (0, C_v(\tau)) \times (0, C_w(\tau))$. In the same way as above, we obtain
\[
\int_\Omega (\lambda_2 u \chi_2(w) + h_v) \nabla v \cdot \nabla w \leq \left( \lambda_2 C_v(\tau) \chi_2(0) + \|h_v\|_{L^\infty(I_r)} \right)^2 \int_\Omega |\nabla v|^2 + \frac{\gamma}{2} \int_\Omega |\nabla w|^2.
\]
Therefore we have
\[
(3.4.3) \quad \left( \lambda_1 - \frac{(\lambda_1 C_u(\tau) \chi_1(0) + \|h_u\|_{L^\infty(I_r)})^2}{2\gamma} \right) \int_\Omega |\nabla u|^2
\]
\[
+ \left( \lambda_2 - \frac{(\lambda_2 C_v(\tau) \chi_2(0) + \|h_v\|_{L^\infty(I_r)})^2}{2\gamma} \right) \int_\Omega |\nabla v|^2 \leq O(1)
\]
as $T \to \infty$. Here we note that
\[
\lambda_1 - \frac{(\lambda_1 C_u(\tau) \chi_1(0) + \|h_u\|_{L^\infty(I_r)})^2}{2\gamma} > 0
\]
holds if
\[
(C_u(\tau) \chi_1(0))^2 \lambda_1^2 + 2 (C_u(\tau) \chi_1(0) \|h_u\|_{L^\infty(I_r)} - \gamma) \lambda_1 + \|h_u\|_{L^\infty(I_r)}^2 < 0.
\]
Since the discriminant
\[
D_{\lambda_1} = 4\gamma (\gamma - 2C_u(\tau) \chi_1(0) \|h_u\|_{L^\infty(I_r)}^2)
\]
is positive from the condition (3.1.9), we can find $\lambda_1 > 0$ such that
\[
\lambda_1 - \frac{(\lambda_1 C_u(\tau) \chi_1(0) + \|h_u\|_{L^\infty(I_r)})^2}{2\gamma} > 0.
\]
The same argument yields that there exists $\lambda_2 > 0$ such that
\[
\lambda_2 - \frac{(\lambda_2 C_v(\tau) \chi_2(0) + \|h_v\|_{L^\infty(I_r)})^2}{2\gamma} > 0.
\]
Therefore (3.4.3) implies that
\[
\int_\Omega|\nabla u|^2 + \int_\Omega|\nabla v|^2 \leq C
\]
for some $C > 0$. Thanks to this estimate, we obtain from (3.4.2) that
\[
\int_\Omega|u(u - 1)|^2 + \int_\Omega|v(v - 1)|^2 + \int_\Omega|\nabla w|^2 \leq C
\]
for some $C > 0$. This completes the proof. \qed
Lemma 3.4.2. Let \((u, v, w)\) be a solution to (3.1.1). Under the condition (3.1.10), the following inequalities hold:

\[ \int_{\Omega} u(\cdot, t) \geq C, \quad \int_{\Omega} v(\cdot, t) \geq C \]

for all \(t > 0\) with some constant \(C > 0\).

Proof. We shall prove that there exist \(0 < \beta < 1\), \(C > 0\) and \(\tau > 0\) such that

(3.4.4) \[ \int_{\Omega} u^{-\beta}(\cdot, t) \leq C \quad (t > \tau). \]

Let \(0 < \beta < 1\) and \(\tau > 0\) be fixed later. In view of (3.3.8) we have that for all \(t > \tau\),

(3.4.5) \[ \frac{d}{dt} \int_{\Omega} u^{-\beta} = -\beta(\beta + 1) \int_{\Omega} u^{-\beta-2}|\nabla u|^2 + \beta(\beta + 1) \int_{\Omega} u^{-\beta-1} \chi_1(w) \nabla u \cdot \nabla w \\
- \mu_1 \beta \int_{\Omega} u^{-\beta}(1 - u) \\
\leq \beta(\beta + 1) \int_{\Omega} u^{-\beta} \chi_1(w)^2 |\nabla w|^2 - \mu_1 \beta \int_{\Omega} u^{-\beta}(1 - u) \\
\leq \beta \left( \frac{\beta + 1}{4} C_w(\tau)^2 \chi_1(0)^2 - \mu_1 \right) \int_{\Omega} u^{-\beta} + \mu_1 \beta \int_{\Omega} u^{1-\beta}. \]

By the Hölder inequality we have

(3.4.6) \[ \int_{\Omega} u^{1-\beta}(\cdot, t) \leq |\Omega|^{1/\beta} \left( \int_{\Omega} u(\cdot, t) \right)^{1-\beta}, \]

where the right-hand side is uniformly bounded from the estimate for \(u\) in \(L^\infty\) norm (see Theorem 3.1.1) or in \(L^1\) norm (see [151, Lemma 2.4]). From (3.1.10) we can choose \(\tau > 0\) and \(0 < \beta < 1\) such that

\[ \frac{\beta + 1}{4} C_w(\tau)^2 \chi_1(0)^2 - \mu_1 < 0. \]

Hence applying (3.4.6) to (3.4.5) gives

\[ \frac{d}{dt} \int_{\Omega} u^{-\beta} \leq -b_1 \int_{\Omega} u^{-\beta} + b_2 \]

with some constants \(b_1, b_2 > 0\). Solving this differential inequality, we can obtain (3.4.4). Finally, noting by the Hölder inequality that

\[ |\Omega|^{(\beta+1)/\beta} \left( \int_{\Omega} u^{-\beta}(\cdot, t) \right)^{-1/\beta} \leq \int_{\Omega} u(\cdot, t), \]

we have a positive lower bound for \(\int_{\Omega} u\) from (3.4.4). In the same way, we arrive at a lower bound for \(\int_{\Omega} v\). \qed
Lemma 3.4.3. Let \((u,v,w)\) be a solution to (3.1.1). Under the conditions (3.1.9) and (3.1.10), it holds that

\[ u^*(t) \to 1 \]

and

\[ v^*(t) \to 1 \quad \text{as} \quad t \to \infty. \]

Proof. Using the same argument as in [151, Lemma 3.3], we see that

\[ u^*(t) \to 0 \quad \text{or} \quad u^*(t) \to 1 \quad \text{as} \quad t \to \infty. \]

In light of Lemma 3.4.2 we conclude that \( u^*(t) \to 1 \) as \( t \to \infty \). Similarly, we have

\[ v^*(t) \to 1 \]

as \( t \to \infty. \)

Lemma 3.4.4. Let \((u,v,w)\) be a solution to (3.1.1). Under the conditions (3.1.9) and (3.1.10), it holds that

\[ \|u(\cdot,t) - u^*(t)\|_{L^2(\Omega)} \to 0 \]

and

\[ \|v(\cdot,t) - v^*(t)\|_{L^2(\Omega)} \to 0 \quad \text{as} \quad t \to 0. \]

Proof. The proof is the same as in [151, Lemma 3.4].

Proof of Theorem 3.1.2. Firstly boundedness of \(u, v, \nabla w\) and standard parabolic regularity theory ([98]) yield that there exist \(\alpha \in (0,1)\) and \(C > 0\) such that

\[ \|u\|_{C^{2+\alpha,1+\frac{\alpha}{2}}(\Omega \times [1,t])} + \|v\|_{C^{2+\alpha,1+\frac{\alpha}{2}}(\Omega \times [1,t])} + \|w\|_{C^{2+\alpha,1+\frac{\alpha}{2}}(\Omega \times [1,t])} \leq C \quad \text{for all} \quad t \geq 1. \]

Therefore in view of the Arzelà–Ascoli theorem or the Gagliardo–Nirenberg inequality

\[ \|\varphi\|_{L^\infty(\Omega)} \leq c\|\varphi\|_{W^{1,\infty}(\Omega)}^{\frac{2}{n}}\|\varphi\|_{L^2(\Omega)}^{\frac{n}{2}} \quad \text{for all} \quad \varphi \in W^{1,\infty}(\Omega) \]

(see Lemma 2.1.1), it is sufficient to show that

\[ \|u(\cdot,t) - 1\|_{L^2(\Omega)} \to 0 \]

and

\[ \|v(\cdot,t) - 1\|_{L^2(\Omega)} \to 0 \]

as well as

\[ \|w(\cdot,t) - \bar{w}\|_{L^2(\Omega)} \to 0 \]
as $t \to \infty$. Here the convergences of $u$ and $v$ come from Lemmas 3.4.3 and 3.4.4. As to $w$, we shall show that

\begin{equation}
\| w(\cdot, t) - w^*(t) \|_{L^2(\Omega)} \to 0 \quad \text{as } t \to \infty
\end{equation}

and

\begin{equation}
\quad w^*(t) \to \tilde{w} \quad \text{as } t \to \infty,
\end{equation}

where $\tilde{w} \geq 0$ such that $h(1, 1, \tilde{w}) = 0$. We denote by $q$ the function defined as

\[ q(t) := \int_{\Omega} |w(\cdot, t) - w^*(t)|^2. \]

Then the Poincaré–Wirtinger inequality gives

\[ \int_0^\infty q(t) \, dt \leq c \iint_{\Omega_{\infty}} |\nabla w|^2 < \infty. \]

To use [49, Lemma 5.1] we prove that there exists $C > 0$ such that

\[ |q'(t)| \leq C. \]

Indeed, using the third equation in (3.1.1), we have

\[ |q'(t)| = 2 \left| \int_{\Omega} (w - w^*) \left( d\Delta w + h(u, v, w) - w^*_t \right) \right| \]

\[ \leq 2d \int_{\Omega} |\nabla w|^2 + \int_{\Omega} |w - w^*| \, |h(u, v, w) - w^*_t| \]

\[ \leq C \]

for some $C > 0$. From [49, Lemma 5.1] it follows that

\[ q(t) \to 0 \quad \text{as } t \to \infty. \]

This means (3.4.7). In the rest of the proof, we shall show (3.4.8). We denote by $\varepsilon$ the function defined as

\[ \varepsilon(t) := \frac{1}{|\Omega|} \int_{\Omega} h(u, v, w) - h(u^*, v^*, w^*). \]

By the mean value theorem we have

\[ |\varepsilon(t)| \leq \frac{1}{|\Omega|} \int_{\Omega} |h(u, v, w) - h(u^*, v^*, w^*)| \]

\[ \leq \frac{C}{|\Omega|} \int_{\Omega} (|u - u^*| + |v - v^*| + |w - w^*|) \]
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for some $C > 0$. Thus we obtain from the Poincaré–Wirtinger inequality and Lemma 3.4.1 that
\begin{equation}
\int_0^\infty |\varepsilon(t)|^2 dt < \infty.
\end{equation}

Since $h(1, 1, \tilde{w}) = 0$, it follows from the mean value theorem that
\[
\frac{d}{dt} w^* = \frac{1}{|\Omega|} \int_\Omega h(u, v, w) \\
= h(u^*, v^*, w^*) - h(1, 1, \tilde{w}) + \varepsilon \\
= h_u(u^* - 1) + h_v(v^* - 1) + h_w(w^* - \tilde{w}) + \varepsilon
\]
for some derivatives $h_u, h_v, h_w$. Multiplying this equation by $w^* - \tilde{w}$, we have
\[
\frac{1}{2} \frac{d}{dt} |w^* - \tilde{w}|^2 = h_u|w^* - \tilde{w}|^2 + (h_u(u^* - 1) + h_v(v^* - 1) + \varepsilon)(w^* - \tilde{w}) \\
\leq -\gamma|w^* - \tilde{w}|^2 + C(|u^* - 1| + |v^* - 1| + |\varepsilon|)|w^* - \tilde{w}|
\]
for some $C > 0$. Putting
\[
\tilde{\varepsilon}(t) := |u^*(t) - 1| + |v^*(t) - 1| + |\varepsilon(t)|
\]
and solving the above differential inequality, we see that
\begin{equation}
|w^*(t) - \tilde{w}| \leq e^{-\gamma t} \left| \frac{1}{|\Omega|} \int_\Omega w_0 - \tilde{w} \right| + C \int_0^t e^{-\gamma(t-s)}|\tilde{\varepsilon}(s)| ds.
\end{equation}

It remains to show that
\[
\int_0^t e^{-\gamma(t-s)}|\tilde{\varepsilon}(s)| ds \to 0 \quad \text{as } t \to \infty.
\]

From [151, Lemma 3.3] we know that
\[
\int_0^\infty u^*(t)(u^*(t) - 1)^2 dt < \infty
\]
and
\[
\int_0^\infty v^*(t)(v^*(t) - 1)^2 dt < \infty,
\]
which together with Lemma 3.4.2 implies
\begin{equation}
\int_0^\infty (u^*(t) - 1)^2 dt < \infty
\end{equation}
and
\begin{equation}
\int_0^\infty (v^*(t) - 1)^2 dt < \infty.
\end{equation}
Collecting (3.4.9) and (3.4.11)–(3.4.12), we have

\[ \int_0^\infty |\tilde{\varepsilon}(s)|^2 ds < \infty. \]

Therefore it follows that

\[
\int_0^t e^{-\gamma(t-s)}|\tilde{\varepsilon}(s)| ds = \int_0^{t/2} e^{-\gamma(t-s)}|\tilde{\varepsilon}(s)| ds + \int_{t/2}^t e^{-\gamma(t-s)}|\tilde{\varepsilon}(s)| ds \\
\leq e^{-\frac{1}{2}\gamma t} \int_0^{t/2} |\tilde{\varepsilon}(s)| ds + e^{-\gamma t} \left( \int_{t/2}^t e^{2\gamma s} ds \right)^{1/2} \left( \int_{t/2}^t |\tilde{\varepsilon}(s)|^2 ds \right)^{1/2} \\
\leq \sqrt{\frac{t}{2}} e^{-\frac{1}{2}\gamma t} \left( \int_0^{\infty} |\tilde{\varepsilon}(s)|^2 ds \right)^{1/2} + \sqrt{\frac{1}{2\gamma}} \left( \int_{t/2}^t |\tilde{\varepsilon}(s)|^2 ds \right)^{1/2},
\]

which means that

\[ \int_0^t e^{-\gamma(t-s)}|\tilde{\varepsilon}(s)| ds \to 0 \]

as \( t \to \infty \). In view of (3.4.10) this means \( w^*(t) \to \tilde{w} \) as \( t \to \infty \), the end of the proof. \( \square \)
Chapter 4

Remarks on smallness of chemotactic effect for asymptotic stability in a two-species chemotaxis system with logistic term

4.1. Motivation and the main result

In this chapter we consider the two-species chemotaxis system

\[
\begin{aligned}
  u_t &= \Delta u - \nabla \cdot (u \chi_1(w) \nabla w) + \mu_1 u(1 - u), & x \in \Omega, & t > 0, \\
  v_t &= \Delta v - \nabla \cdot (v \chi_2(w) \nabla w) + \mu_2 v(1 - v), & x \in \Omega, & t > 0, \\
  w_t &= d \Delta w + h(u, v, w), & x \in \Omega, & t > 0, \\
  \nabla u \cdot \nu &= \nabla v \cdot \nu = \nabla w \cdot \nu = 0, & x \in \partial \Omega, & t > 0, \\
  u(x, 0) &= u_0(x), & v(x, 0) &= v_0(x), & w(x, 0) &= w_0(x), & x \in \Omega,
\end{aligned}
\]

where \( \Omega \) is a bounded domain in \( \mathbb{R}^n (n \in \mathbb{N}) \) with smooth boundary \( \partial \Omega \) and \( \nu \) denotes the outward normal vector of \( \partial \Omega \). The initial data \( u_0, v_0 \) and \( w_0 \) are assumed to be nonnegative functions. The unknown functions \( u(x, t) \) and \( v(x, t) \) represent the population densities of two species and \( w(x, t) \) shows the concentration of the substance at place \( x \) and time \( t \).

In mathematical view, global existence and behavior of solutions are fundamental themes. Recently, Negreanu–Tello [150, 151] built a technical way to prove global existence and asymptotic behavior of solutions to (4.1.1). In [151] they dealt with (4.1.1) when \( d = 0, \mu_i > 0 \) under the condition

\[ \exists \bar{w} \geq w_0; \quad h(\bar{u}, \bar{v}, \bar{w}) \leq 0, \]

where \( \bar{u}, \bar{v} \) satisfy some representations determined by \( \bar{w} \). In [150] they studied (4.1.1) when \( 0 < d < 1, \mu_i = 0 \) under similar conditions as in [151] and

\[
\chi_i' + \frac{1}{1-d} \chi_i^2 \leq 0 \quad (i = 1, 2).
\]
They supposed in [150, 151] that the functions \( h, \chi_i \) for \( i = 1, 2 \) generalize of the prototypical case \( \chi_i(w) = \frac{K_i}{(1+w)^{\sigma_i}} \) \( (K_i > 0, \sigma_i \geq 1) \), \( h(u, v, w) = u + v - w \). In Chapter 3 the restriction of \( 0 \leq d < 1 \) for global existence is completely removed and asymptotic stability of solutions to (4.1.1) is established for the first time under a smallness condition for the function \( \chi_i \) generalizing of \( \chi_i(w) = \frac{K_i}{(1+w)^{\sigma_i}} \) \( (K_i > 0, \sigma_i > 1) \).

The purpose of this chapter is to improve a way in Chapter 3 for obtaining asymptotic stability of solutions to (4.1.1) under a more general and sharp smallness condition for the sensitivity function \( \chi_i(w) \). We shall suppose throughout this chapter that \( h, \chi_i \) \( (i = 1, 2) \) satisfy the following conditions:

\[
\begin{align*}
(4.1.3) & \quad \chi_i \in C^{1+\omega}([0, \infty)) \cap L^1(0, \infty) \quad (0 < \exists \omega < 1), \quad \chi_i > 0 \quad (i = 1, 2), \\
(4.1.4) & \quad h \in C^1([0, \infty) \times [0, \infty), \quad h(0, 0, 0) \geq 0, \\
(4.1.5) & \quad \exists \gamma > 0; \quad \frac{\partial h}{\partial u}(u, v, w) \geq 0, \quad \frac{\partial h}{\partial v}(u, v, w) \geq 0, \quad \frac{\partial h}{\partial w}(u, v, w) \leq -\gamma, \\
(4.1.6) & \quad \exists \delta > 0, \quad \exists M > 0; \quad |h(u, v, w) + \delta w| \leq M(u + v + 1), \\
(4.1.7) & \quad \exists k_i > 0; \quad -\chi_i(w)h(0, 0, w) \leq k_i \quad (i = 1, 2).
\end{align*}
\]

We also assume that

\[
(4.1.8) \quad \exists p > N; \quad 2d\chi_i'(w) + \left( (d-1)p + \sqrt{(d-1)^2p^2 + 4dp} \right) [\chi_i(w)]^2 \leq 0 \quad (i = 1, 2).
\]

The above conditions cover the prototypical example \( \chi_i(w) = \frac{K_i}{(1+w)^{\sigma_i}} \) \( (K_i > 0, \sigma_i > 1) \), \( h(u, v, w) = u + v - w \). We assume that the initial data \( u_0, v_0, w_0 \) satisfy

\[
(4.1.9) \quad 0 \leq u_0 \in C(\bar{\Omega}) \setminus \{0\}, \quad 0 \leq v_0 \in C(\bar{\Omega}) \setminus \{0\}, \quad 0 \leq w_0 \in W^{1,q}(\Omega) \quad (\exists q > N).
\]

Since Theorem 3.1.1 guarantees that \( u, v \) and \( w \) exist globally and are bounded and nonnegative, it is possible to define nonnegative numbers \( \alpha, \beta \) by

\[
(4.1.10) \quad \alpha := \max_{(u,v,w) \in I} h_u(u, v, w), \quad \beta := \max_{(u,v,w) \in I} h_v(u, v, w),
\]

where \( I = (0, C_1)^3 \) and \( C_1 \) is defined in Theorem 3.1.1.

Now the main result reads as follows. The main theorem is concerned with asymptotic stability in (4.1.1).

**Theorem 4.1.1.** Let \( d > 0 \), \( \mu_i > 0 \) \( (i = 1, 2) \). Under the conditions (4.1.3)–(4.1.9) and

\[
(4.1.11) \quad \alpha > 0, \quad \beta > 0, \quad \chi_1(0)^2 < \frac{16 \mu_1 d^\gamma}{\alpha^2 + \beta^2 + 2\alpha \beta}, \quad \chi_2(0)^2 < \frac{16 \mu_2 d^\gamma}{\alpha^2 + \beta^2 + 2\alpha \beta},
\]

the unique global solution \( (u, v, w) \) of (4.1.1) satisfies that there exist \( C > 0 \) and \( \lambda > 0 \) such that

\[
\|u(\cdot, t) - 1\|_{L^\infty(\Omega)} + \|v(\cdot, t) - 1\|_{L^\infty(\Omega)} + \|w(\cdot, t) - \tilde{w}\|_{L^\infty(\Omega)} \leq Ce^{-\lambda t} \quad (t > 0),
\]

where \( \tilde{w} \geq 0 \) such that \( h(1, 1, \tilde{w}) = 0 \).
Remark 4.1.1. This result improves the previous result (Theorem 3.1.2). Indeed, the condition (4.1.11) is sharper than “\( \chi_i(0) \) are suitably small” assumed in Theorem 3.1.2. Moreover, this result attains to show the convergence rate which cannot be given in Theorem 3.1.2.

Remark 4.1.2. From (4.1.4)–(4.1.6) there exists \( \bar{w} \geq 0 \) such that \( h(1, 1, \bar{w}) = 0 \). Indeed, if we choose \( \bar{w} \geq 3M/\delta \), then (4.1.6) yields that \( h(1, 1, \bar{w}) \leq 3M - \delta \bar{w} \leq 0 \). On the other hand, (4.1.4) and (4.1.5) imply that \( h(1, 1, 0) \geq h(0, 0, 0) \geq 0 \). Hence, by the intermediate value theorem there exists \( \bar{w} \geq 0 \) such that \( h(1, 1, \bar{w}) = 0 \).

The strategy for the proof of Theorem 4.1.1 is to construct the following energy estimate which was not given in Chapter 3:

\[
\frac{d}{dt} E(t) \leq -\varepsilon \left( \int_{\Omega} (u-1)^2 + \int_{\Omega} (v-1)^2 + \int_{\Omega} (w-\bar{w})^2 \right)
\]

with some function \( E(t) \geq 0 \) and some \( \varepsilon > 0 \). This strategy enables us to improve the conditions assumed in Theorem 3.1.2.

4.2. Proof of the main result

In this section we will establish asymptotic stability of solutions to (4.1.1). For the proof of Theorem 4.1.1, we shall prepare some elementary results.

Lemma 4.2.1 ([4, Lemma 3.1]). Suppose that \( f : (1, \infty) \to \mathbb{R} \) is a uniformly continuous nonnegative function satisfying \( \int_1^\infty f(t) \, dt < \infty \). Then \( f(t) \to 0 \) as \( t \to \infty \).

Lemma 4.2.2. Let \( a_1, a_2, a_3, a_4, a_5 \in \mathbb{R} \). Suppose that

(4.2.1) \quad a_1 > 0, \quad a_3 > 0, \quad a_5 - \frac{a_2^2}{4a_1} - \frac{a_4^2}{4a_3} > 0.

Then

(4.2.2) \quad a_1 x^2 + a_2 x z + a_3 y^2 + a_4 y z + a_5 z^2 \geq 0

holds for all \( x, y, z \in \mathbb{R} \).

Proof. From straightforward calculations we obtain

\[
a_1 x^2 + a_2 x z + a_3 y^2 + a_4 y z + a_5 z^2 = a_1 \left( x + \frac{a_2 z}{2a_1} \right)^2 + a_3 \left( y + \frac{a_4 z}{2a_3} \right)^2 + \left( a_5 - \frac{a_2^2}{4a_1} - \frac{a_4^2}{4a_3} \right) z^2.
\]

In view of the above equation, (4.2.1) leads to (4.2.2).

Now we will prove the key estimate for the proof of Theorem 4.1.1.
Lemma 4.2.3. Let \((u, v, w)\) be a solution to (4.1.1). Under the conditions (4.1.3)–(4.1.9) and (4.1.11), there exist \(\delta_1, \delta_2 > 0\) and \(\varepsilon > 0\) such that the nonnegative functions \(E_1\) and \(F_1\) defined by

\[
E_1(t) := \int_{\Omega} (u - 1 - \log u) + \frac{\delta_1}{\mu_2} \int_{\Omega} (v - 1 - \log v) + \frac{\delta_2}{2} \int_{\Omega} (w - \tilde{w})^2
\]

and

\[
F_1(t) := \int_{\Omega} (u - 1)^2 + \int_{\Omega} (v - 1)^2 + \int_{\Omega} (w - \tilde{w})^2
\]

satisfy

\[
\frac{d}{dt} E_1(t) \leq -\varepsilon F_1(t) \quad (t > 0).
\]

Proof. Thanks to (4.1.11), we can choose \(\delta_1 = \frac{\beta}{\alpha} > 0\) and \(\delta_2 > 0\) satisfying

\[
\max\left\{ \frac{\chi_1(0)^2(1 + \delta_1)}{4\alpha d}, \frac{\mu_1 \chi_2(0)^2(1 + \delta_1)}{4\mu_2 d} \right\} < \delta_2 < \frac{4\mu_1 \gamma \delta_1}{\alpha^2 \delta_1 + \beta^2}.
\]

We denote by \(A_1(t)\), \(B_1(t)\), \(C_1(t)\) the functions defined as

\[
A_1(t) := \int_{\Omega} (u - 1 - \log u), \quad B_1(t) := \int_{\Omega} (v - 1 - \log v), \quad C_1(t) := \frac{1}{2} \int_{\Omega} (w - \tilde{w})^2,
\]

and we write as

\[
E_1(t) = A_1(t) + \frac{\delta_1}{\mu_2} B_1(t) + \delta_2 C_1(t).
\]

The Taylor formula applied to \(H(s) = s - \log s (s \geq 0)\) yields \(A_1(t) = \int_{\Omega} (H(u) - H(1))\) is a nonnegative function for \(t > 0\) (more detail, see [4, Lemma 3.2]). Similarly, we have that \(B_1(t)\) is a positive function. By straightforward calculations we infer

\[
\frac{d}{dt} A_1(t) = -\mu_1 \int_{\Omega} (u - 1)^2 - \int_{\Omega} \frac{\nabla u}{u} \nabla u - \frac{\chi_1(w)}{u} \nabla u \cdot \nabla w
\]

and

\[
\frac{d}{dt} B_1(t) = -\mu_2 \int_{\Omega} (v - 1)^2 - \int_{\Omega} \frac{\nabla v}{v} \nabla v - \frac{\chi_2(w)}{v} \nabla v \cdot \nabla w
\]

as well as

\[
\frac{d}{dt} C_1(t) = \int_{\Omega} h_u (u - 1)(w - \tilde{w}) + \int_{\Omega} h_v (v - 1)(w - \tilde{w}) + \int_{\Omega} h_w (w - \tilde{w})^2 - d \int_{\Omega} |\nabla w|^2
\]

with some derivatives \(h_u\), \(h_v\) and \(h_w\). Hence we have

\[
\frac{d}{dt} E_1(t) = I_1(t) + I_2(t), \tag{4.2.5}
\]
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where
\[
I_1(t) := -\mu_1 \int_{\Omega} (u - 1)^2 - \delta_1 \mu_1 \int_{\Omega} (v - 1)^2 + \delta_2 \int_{\Omega} h_u (u - 1) (w - \bar{w}) \\
+ \delta_2 \int_{\Omega} h_v (v - 1) (w - \bar{w}) + \delta_2 \int_{\Omega} h_w (w - \bar{w})^2
\]
and
\[
(4.2.6) \quad I_2(t) := -\int_{\Omega} \frac{|\nabla u|^2}{u^2} + \int_{\Omega} \frac{\chi_1(w)}{u} \nabla u \cdot \nabla w - \delta_1 \frac{\mu_1}{\mu_2} \int_{\Omega} \frac{|\nabla v|^2}{v^2} \\
+ \delta_1 \frac{\mu_1}{\mu_2} \int_{\Omega} \frac{\chi_1(w)}{v} \nabla v \cdot \nabla w - d\delta_2 \int_{\Omega} |\nabla w|^2.
\]
At first, we shall show from Lemma 4.2.2 that there exists \( \varepsilon_1 > 0 \) such that
\[
(4.2.7) \quad I_1(t) \leq -\varepsilon_1 \left( \int_{\Omega} (u - 1)^2 + \int_{\Omega} (v - 1)^2 + \int_{\Omega} (w - \bar{w})^2 \right).
\]
To see this, we put
\[
g_1(\varepsilon) := \mu_1 - \varepsilon, \\
g_2(\varepsilon) := \delta_1 \mu_1 - \varepsilon
\]
and
\[
g_3(\varepsilon) := (-\delta_2 h_w - \varepsilon) - \frac{h_u^2}{4(\mu_1 - \varepsilon)} \delta_2^2 - \frac{h_v^2}{4(\delta_1 \mu_1 - \varepsilon)} \delta_2^2.
\]
Since \( \mu_1 > 0 \) and \( \delta_1 = \frac{\beta}{\alpha} > 0 \), we have
\[
g_1(0) = \mu_1 > 0
\]
and
\[
g_2(0) = \delta_1 \mu_1 > 0.
\]
In light of (4.1.5) and the definitions of \( \delta_2, \alpha, \beta > 0 \) (see (4.1.10) and (4.2.4)) we obtain
\[
g_3(0) = \delta_2 \left( -h_w - \left( \frac{h_u^2}{4\mu_1} + \frac{h_v^2}{4\delta_1 \mu_1} \right) \delta_2 \right) \\
\geq \delta_2 \left( \gamma - \left( \frac{\alpha^2}{4\mu_1} + \frac{\beta^2}{4\delta_1 \mu_1} \right) \delta_2 \right) \\
\geq \delta_2 \left( \gamma - \left( \frac{\alpha^2 \delta_1 + \beta}{4\delta_1 \mu_1} \right) \delta_2 \right) > 0.
\]
Combination of the above inequalities and the continuity of \( g_i \) for \( i = 1, 2, 3 \) yields that there exists \( \varepsilon_1 > 0 \) such that
\[
g_i(\varepsilon_1) > 0
\]
hold for $i = 1, 2, 3$. Thanks to Lemma 4.2.2 with
\begin{align*}
a_1 &= \mu_1 - \varepsilon_1, \quad a_2 = -\delta_2 h_u, \quad a_3 = \delta_1 \mu_1 - \varepsilon_1, \\
a_4 &= -\delta_2 h_v, \quad a_5 = -\delta_2 h_w - \varepsilon_1
\end{align*}
and
\begin{align*}x &= u(\cdot, t) - 1, \quad y = v(\cdot, t) - 1, \quad z = w(\cdot, t) - \tilde{w},
\end{align*}
we obtain (4.2.7) with $\varepsilon_1 > 0$. Lastly we will prove
\begin{equation}
I_2(t) \leq 0.
\end{equation}
Noting that $\chi_i' < 0$ (from (4.1.8)) and then using the Young inequality, we have
\begin{align*}
\int_{\Omega} \frac{\chi_1(w)}{u} \nabla u \cdot \nabla w &\leq \chi_1(0) \int_{\Omega} \frac{\nabla u \cdot \nabla w}{u} \\
&\leq \frac{\chi_1(0)^2(1 + \delta_1)}{4d\delta_2} \int_{\Omega} \frac{\nabla u^2}{u^2} + \frac{d\delta_2}{1 + \delta_1} \int_{\Omega} |\nabla w|^2
\end{align*}
and
\begin{align*}
\delta_1 \frac{\mu_1}{\mu_2} \int_{\Omega} \frac{\chi_2(w)}{v} \nabla v \cdot \nabla w &\leq \chi_2(0) \delta_1 \frac{\mu_1}{\mu_2} \int_{\Omega} \frac{\nabla v \cdot \nabla w}{v} \\
&\leq \frac{\chi_2(0)^2 \delta_1 (1 + \delta_1)}{4d\delta_2} \left( \frac{\mu_1}{\mu_2} \right)^2 \int_{\Omega} \frac{\nabla v^2}{v^2} + \frac{d\delta_1 \delta_2}{1 + \delta_1} \int_{\Omega} |\nabla w|^2.
\end{align*}
Plugging these into (4.2.6), we infer
\begin{align*}
I_2(t) &\leq - \left( 1 - \frac{\chi_1(0)^2(1 + \delta_1)}{4d\delta_2} \right) \int_{\Omega} \frac{\nabla u^2}{u^2} - \delta_1 \frac{\mu_1}{\mu_2} \left( 1 - \frac{\mu_1 \chi_2(0)^2(1 + \delta_1)}{4d\mu_2 \delta_2} \right) \int_{\Omega} \frac{\nabla v^2}{v^2}.
\end{align*}
We note from the definition of $\delta_2 > 0$ that
\begin{align*}
1 - \frac{\chi_1(0)^2(1 + \delta_1)}{4d\delta_2} > 0
\end{align*}
and
\begin{align*}
1 - \frac{\mu_1 \chi_2(0)^2(1 + \delta_1)}{4d\mu_2 \delta_2} > 0.
\end{align*}
Thus we have (4.2.8). Combination of (4.2.5), (4.2.7) and (4.2.8) implies the end of the proof.

**Lemma 4.2.4.** Let $(u, v, w)$ be a solution to (4.1.1). Under the conditions (4.1.3)–(4.1.9) and (4.1.11), $(u, v, w)$ has the following asymptotic behavior:
\begin{align*}
\|u(\cdot, t) - 1\|_{L^\infty(\Omega)} &\to 0, \quad \|v(\cdot, t) - 1\|_{L^\infty(\Omega)} \to 0, \quad \|w(\cdot, t) - \tilde{w}\|_{L^\infty(\Omega)} \to 0 \quad (t \to \infty).
\end{align*}
Proof. Firstly the boundedness of $u$, $v$, $\nabla w$ and a standard parabolic regularity theory ([98]) yield that there exist $\theta \in (0,1)$ and $C > 0$ such that

$$
\|u\|_{C^{2+\theta,1+\frac{\theta}{2}}(\overline{\Omega} \times [1,t])} + \|v\|_{C^{2+\theta,1+\frac{\theta}{2}}(\overline{\Omega} \times [1,t])} + \|w\|_{C^{2+\theta,1+\frac{\theta}{2}}(\overline{\Omega} \times [1,t])} \leq C \quad \text{for all } t \geq 1.
$$

Therefore in view of the Gagliardo–Nirenberg inequality

$$(4.2.9) \quad \|\varphi\|_{L^\infty(\Omega)} \leq C \|\varphi\|_{W^{1,\infty}(\Omega)} \|\varphi\|_{L^2(\Omega)} \quad (\varphi \in W^{1,\infty}(\Omega))$$

(see Lemma 2.1.1), it is sufficient to show that

$$
\|u(\cdot,t) - 1\|_{L^2(\Omega)} \to 0, \quad \|v(\cdot,t) - 1\|_{L^2(\Omega)} \to 0, \quad \|w(\cdot,t) - \tilde{w}\|_{L^2(\Omega)} \to 0 \quad (t \to \infty).
$$

We let

$$
f_1(t) := \int_{\Omega} (u - 1)^2 + \int_{\Omega} (v - 1)^2 + \int_{\Omega} (w - \tilde{w})^2.
$$

We have that $f_1$ is a nonnegative function, and thanks to the regularity of $u,v,w$ we can see that $f_1$ is uniformly continuous. Moreover, integrating (4.2.3) over $(1,\infty)$, we infer from the positivity of $E_1(t)$ that

$$
\int_{1}^{\infty} f_1(t) \, dt \leq \frac{1}{\varepsilon} E_1(1) < \infty.
$$

Therefore we conclude from Lemma 4.2.1 that $f_1(t) \to 0 \ (t \to \infty)$, which means

$$
\int_{\Omega} (u - 1)^2 + \int_{\Omega} (v - 1)^2 + \int_{\Omega} (w - \tilde{w})^2 \to 0 \quad (t \to \infty).
$$

This implies the end of the proof. \(\square\)

Lemma 4.2.5. Let $(u,v,w)$ be a solution to (4.1.1). Under the conditions (4.1.3)–(4.1.9) and (4.1.11), there exist $C > 0$ and $\lambda > 0$ such that

$$
\|u(\cdot,t) - 1\|_{L^\infty(\Omega)} + \|v(\cdot,t) - 1\|_{L^\infty(\Omega)} + \|w(\cdot,t) - \tilde{w}\|_{L^\infty(\Omega)} \leq C e^{-\lambda t} \quad (t > 0).
$$

Proof. From the L'Hôpital theorem applied to $H(s) := s - \log s$ we can see

$$(4.2.10) \quad \lim_{s \to 1} \frac{H(s) - H(1)}{(s - 1)^2} = \lim_{s \to 1} \frac{H''(s)}{2} = \frac{1}{2}.
$$

In view of a combination of (4.2.10) and $\|u - 1\|_{L^\infty(\Omega)} \to 0$ from Lemma 4.2.4 we obtain that there exists $t_0 > 0$ such that

$$(4.2.11) \quad \frac{1}{4} \int_{\Omega} (u - 1)^2 \leq A_1(t) = \int_{\Omega} (H(u) - H(1)) \leq \int_{\Omega} (u - 1)^2 \quad (t > t_0).$$
A similar argument, for the function $v$, yields that there exists $t_1 > t_0$ such that

\begin{equation}
\frac{1}{4} \int_{\Omega} (v - 1)^2 \leq B_1(t) \leq \int_{\Omega} (v - 1)^2 \quad (t > t_1).
\end{equation}

We infer from (4.2.11) and the definitions of $E_1(t)$, $F_1(t)$ that

$$E_1(t) \leq c_6 F_1(t)$$

for all $t > t_1$ with some $c_6 > 0$. Plugging this into (4.2.3), we have

$$\frac{d}{dt} E_1(t) \leq -\varepsilon F_1(t) \leq -\frac{\varepsilon}{c_6} E_1(t) \quad (t > t_1),$$

which implies that there exist $c_7 > 0$ and $\ell > 0$ such that

$$E_1(t) \leq c_7 e^{-\ell t} \quad (t > t_1).$$

Thus we obtain from (4.2.11) and (4.2.12) that

$$\int_{\Omega} (u - 1)^2 + \int_{\Omega} (v - 1)^2 + \int_{\Omega} (w - \tilde{w})^2 \leq c_8 E_1(t) \leq c_7 c_8 e^{-\ell t}$$

for all $t > t_1$ with some $c_8 > 0$. From the Gagliardo–Nirenberg inequality (4.2.9) with the regularity of $u, v, w$, we achieve that there exist $C > 0$ and $\lambda > 0$ such that

$$\|u(\cdot, t) - 1\|_{L^\infty(\Omega)} + \|v(\cdot, t) - 1\|_{L^\infty(\Omega)} + \|w(\cdot, t) - \tilde{w}\|_{L^\infty(\Omega)} \leq C e^{-\lambda t} \quad (t > 0).$$

This completes the proof of Lemma 4.2.5.

**Proof of Theorem 4.1.1.** Theorem 4.1.1 follows directly from Lemma 4.2.5.
Chapter 5

On the weakly competitive case in a two-species chemotaxis model

5.1. Background and result

The questions how different populations living in the same habitat interact with each other and with their surroundings are central to mathematical biology.

The competition for resources by two species (in contrast to, e.g., one being prey to the other) is often modeled by means of Lotka–Volterra type competition terms, i.e. with coupling coefficients $a_1 > 0$, $a_2 > 0$ in

$$u_t = u(1 - u - a_1 v), \quad v_t = v(1 - v - a_2 u).$$

We refer to [64] for conditions for global stability of fixed points in such systems: If $a_1 > 0$ and $a_2 > 0$, for positive equilibria to be globally stable it is sufficient that they be locally stable.

Of course, spatial homogeneity is a highly idealized situation, and dependence of the population size on a spatial variable together with the effects of random motion of individuals has been incorporated into the model (see e.g. [139, Chapter 1.2] and references therein).

One way of even simplest lifeforms to react to their environment is chemotaxis, that is the tendency to move in the direction of higher concentrations of a signal substance. Inter alia, effects of chemotaxis on possible population size have been considered in [107].

Exploitation of chemotaxis for biotechnological purposes in mind and envisioning applications in e.g. agriculture (like nitrogen fixation or denitrification), or in mammalian intestinal microbial ecology, in [108] the authors compare species that undergo growth with different rates and diffusive versus diffusive plus chemotactic motion. They conclude: “Thus, chemotaxis can, when the response is sufficiently strong, overcome both disadvantages of inferior growth kinetics and random motility. [...] At any rate, these results suggest that chemotactic responses might provide a useful means for controlling population dynamics in nonmixed systems. In particular, they provide a way to permit slowly growing populations to coexist with or outcompete faster growing species. Such a situation might be highly desirable in many environmental or biotechnological applications.” For the effectiveness of nutrient-taxis as advantageous dispersal strategy for populations in heterogeneous environments see e.g. [121, 23].
Chemotaxis terms in combination with several populations also appear in the context of the host-parasite interaction modelled and analyzed in [155] and [166], the food-chain model of [117], or the system in [8] that deals with the spread of an epidemic disease.

For one single species, chemotaxis is described by the celebrated model by Keller and Segel

\[ u_t = \Delta u - \nabla \cdot (u \nabla v), \quad \tau v_t = \Delta v - v + u, \]  

(5.1.1)

which has been treated intensively over the last decades. We refer to the surveys [71, 74, 5].

Incorporating growth terms into this model, that is, adding \( u^2 \) to the first equation in (5.1.1) (studied in [177, 192, 195, 100]), gives rise to colorful dynamics as witnessed in e.g. [154], emphasized by attractor results in [97, 145, 2, 147] or illustrated by recent results on transient growth phenomena in [200], [99].

One of the most straightforward generalizations of this model to the situation of several species is to consider two species (or two subpopulations of one species) that react to the same signalling substance they both produce, as occurring in the differentiation of cell-types during slime mold formation in populations of Dictyostelium discoideum, cf. e.g. [123, 180].

The pure two-species chemotaxis model without growth or competition effects has been introduced in [208] and in particular blow-up of solutions in finite time, known to occur in the single-species situation, has been investigated also for the several species model (see e.g. [75]), both as to the question of occurrence of blow-up versus global existence (see [13, 14, 43, 96, 37, 114]) and of qualitative features of the former, for example whether it occurs simultaneously ([46, 44]) in both species, or nonsimultaneously ([45]); for numerical observations pertaining to these models also confer [94]. Furthermore, the long term behavior of globally existent solutions emanating from small initial data ([211, 112]) or for chemosensitivity functions capturing saturation effects ([150]) has been investigated.

In this chapter we consider the two-species chemotaxis-competition model

\[
\begin{align*}
    u_t &= d_1 \Delta u - \chi_1 \nabla \cdot (u \nabla w) + \mu_1 u(1 - u - a_1 v), \quad x \in \Omega, \; t > 0, \\
    v_t &= d_2 \Delta v - \chi_2 \nabla \cdot (v \nabla w) + \mu_2 v(1 - a_2 u - v), \quad x \in \Omega, \; t > 0, \\
    \tau w_t &= d_3 \Delta w + \alpha u + \beta v - \gamma w, \quad x \in \Omega, \; t > 0, \\
    \nabla u \cdot \nu = \nabla v \cdot \nu = \nabla w \cdot \nu &= 0, \quad x \in \partial \Omega, \; t > 0, \\
    u(\cdot,0) &= u_0, \quad v(\cdot,0) = v_0, \quad \tau w(\cdot,0) = \tau w_0, \quad x \in \Omega,
\end{align*}
\]

(5.1.2)

where \( u \) and \( v \) denote the population densities of two species undergoing chemotaxis in reaction to the signal having concentration \( w \), posed in a bounded smooth domain \( \Omega \subset \mathbb{R}^n \). Herein, the diffusion rates of species and signal are given by \( d_1, d_2, d_3 > 0 \), whereas \( \mu_i > 0, \chi_i \geq 0, a_i \geq 0 \; (i \in \{1, 2\}) \) are used to denote the strengths of chemotaxis, growth kinetics and competition for each species, whereas the size of \( \alpha > 0, \beta > 0 \) and \( \gamma > 0 \) regulates the production of the signal by the first and second species and its decay, respectively. This model has first been considered in [178] for \( \tau = 0 \), where it was shown...
for the weakly competitive case, i.e.

\[ a_1, a_2 \in [0, 1), \]

that solutions to (5.1.2) exist and converge to the coexistence steady state

\[ (u_*, v_*, w_*) = \left( \frac{1 - a_1}{1 - a_1 a_2}, \frac{1 - a_2}{1 - a_1 a_2}, \frac{2 - a_1 - a_2}{1 - a_1 a_2} \right), \]

provided that

\[ 2(\chi_1 + \chi_2) + a_1 \mu_2 < \mu_1 \quad \text{and} \quad 2(\chi_1 + \chi_2) + a_2 \mu_1 < \mu_2. \]

Result and proof of [178] have successfully been extended to a setting of even more species in [184], the condition being analogous to (5.1.4).

This condition seems quite unnatural, because it is not automatically satisfied in the absence of chemotaxis \((\chi_1 = \chi_2 = 0)\) and it is the goal of the present chapter to replace this condition by a smallness condition on \(q_i = \frac{\chi_i}{\mu_i}\), \(i \in \{1, 2\}\) alone and to thus remove the additional condition on \(a_1, a_2, \mu_1, \mu_2\) implicitly posed by (5.1.4):

**Theorem 5.1.1.** Let \(n \geq 1\) and \(\Omega \subset \mathbb{R}^n\) be a bounded domain with smooth boundary. Let \(\tau = 0\) and \(d_1, d_2, d_3, \alpha, \beta, \gamma \in (0, \infty)\). Let \(a_1, a_2\) fulfil (5.1.3) and let \(\chi_1 \geq 0, \chi_2 \geq 0\) and \(\mu_1, \mu_2 > 0\) be such that \(q_1 := \frac{\chi_1}{\mu_1}, q_2 := \frac{\chi_2}{\mu_2}\) satisfy the conditions:

\[ q_1 \in \left[0, \frac{d_1}{2\alpha}\right] \cap \left[0, \frac{a_1 d_1}{\beta}\right], \quad q_2 \in \left[0, \frac{d_2}{2\beta}\right] \cap \left[0, \frac{a_2 d_1}{\alpha}\right], \]

\[ a_1 a_2 d_2^3 < (d_3 - 2\alpha q_1)(d_3 - 2\beta q_2). \]

Then the following holds:

\(\text{(i)}\) For all nonnegative functions \(u_0, v_0 \in C(\overline{\Omega})\) satisfying \(u_0 \neq 0\), \(v_0 \neq 0\), there exists a unique global-in-time classical solution

\[(u, v, w) \in \left(C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty))\right)^3\]

of (5.1.2) such that \(u > 0, v > 0\) and \(w > 0\) in \(\overline{\Omega} \times (0, \infty)\).

\(\text{(ii)}\) The unique global solution \((u, v, w)\) of (5.1.2) has the following asymptotic behavior:

\[ u(\cdot, t) \to u^*, \quad v(\cdot, t) \to v^*, \quad w(\cdot, t) \to \frac{\alpha u^* + \beta v^*}{\gamma} \quad \text{as} \ t \to \infty, \]

uniformly in \(\Omega\), where

\[ u^* = \frac{1 - a_1}{1 - a_1 a_2}, \quad \text{and} \quad v^* = \frac{1 - a_2}{1 - a_1 a_2}. \]

We want to emphasize that (5.1.5) can indeed be viewed as a smallness condition on the relative chemotactic strength only and, in particular, satisfied in the chemotaxis-free
case ($\chi_1 = \chi_2 = 0$).

The case of partially strong competition ($a_1 > 1 > a_2 > 0$) was considered in [164]. It was shown that solutions exist globally and satisfy $(u(\cdot, t), v(\cdot, t)) \to (0, 1)$ if $q_1 \leq a_1$, $q_2 < \frac{1}{2}$, $\alpha q_1 + \max\{q_2, \frac{a_2-q_2}{1-q_2}, \frac{a_2-q_2}{1-q_2}\} < 1$.

In the fully parabolic system ((5.1.2) with $\tau = 1$), it was proven in [4] that for sufficiently large values of $\mu_1$, $\mu_2$ global classical solutions converge to the unique positive homogeneous equilibrium exponentially for $a_1 > 1 > a_2 > 0$ (and with an algebraic rate if $a_1 = 1$ and $\mu_2$ is large), and moreover that there are global bounded classical solutions for $n \leq 2$ even if the parameters of the system are merely positive.

Furthermore, in spatially one-dimensional domains more insight into qualitative behavior of the system has been obtained in [182] and [183], where global existence of solutions was shown as well as existence of nonconstant steady states by bifurcation analysis. The stability of the bifurcating solutions is investigated there, too, and a time-periodic solution has been found. Additionally, the findings have also been illustrated by numerical experiments ([183, Section 4]).

In [213], for different sensitivity functions satisfying $\chi_i(w) \leq \frac{K_i}{(1+a_i w)^{k_i}}$ for some $k_i > 1$, $i \in \{1, 2\}$, global bounded classical solutions were proven to exist under the condition of $\chi, \mu, K$ being sufficiently small (where the meaning of 'sufficiently small' depends on the initial mass).

In the competition-free case ($a_1 = a_2 = 0$) for sensitivity functions generalizing $\chi_i(w) \leq \frac{K_i}{(1+w)^{k_i}}$ ($k > 1$), global existence and boundedness of solutions were obtained, together with a result on asymptotic stability of steady states (Chapter 3).

A system where the chemoattractant is not a signal substance produced by the population itself but a nutrient which is consumed, (but which is otherwise similar), has been treated in [215, 185].

Let us finally mention that also (parabolic-elliptic) Keller–Segel type systems of two species and two chemicals have been studied where the signal for each species is produced by the other ([175]).

A parabolic-parabolic-ODE model with connections to chemotaxis-haptotaxis models (see e.g. [31]) has been treated in [151].

Cross-diffusive effects like those added to the present system by means of the chemotaxis term pose a serious threat to any monotonicity properties one would like to employ and usually should render comparison arguments useless. Nevertheless, in some situations closely related, comparison methods were employable, for example the proof of the result in [178] relies on comparison with solutions to a system of four coupled ODEs. (In fact, a system closely related to (5.1.2) was considered as example in [149], where comparison with solutions of ODE systems has been developed more systematically. However, there the essential coupling arising from the appearance of $u$ and $v$ as source terms for the third equation was not included.)

Most successfully, comparison arguments were utilized in deriving the global asymptotic stability of in (5.1.2) for the case of strong competition in [164].

The situation considered there is, in a certain sense, easier than the present case, since the limit of one component being 0 makes lower estimates for this component unnecessary.
and simplifies the system of inequalities that has to be dealt with during the proof.

Nevertheless this method of ‘eventual comparison’, as we would like to call it, turns out to be a powerful tool also in the present context and we will use it to derive the desired result.

More precisely, we shall proceed as follows: At first we will establish global existence and boundedness of the solutions to (5.1.2). Then, knowing that limes inferior and limes superior of each component exist and are not infinite, we find differential inequalities that are eventually (that is, on time intervals of the form \((T, \infty)\) for some \(T > 0\) ) satisfied and that are accessible to comparison arguments, the corresponding ODE solution converging (almost) regardless of its initial value. This will give us enough information to deduce the precise value of limits superior and inferior and to prove convergence of the solution to the coexistence steady state.

5.2. Global existence

**Lemma 5.2.1.** Let \(n \geq 1\) and \(\Omega \subset \mathbb{R}^n\) be a bounded domain with smooth boundary, let \(\chi_1, \chi_2, a_1, a_2 \geq 0\), \(d_1, d_2, d_3, \alpha, \beta, \gamma, \mu_1, \mu_2 \in (0, \infty)\). Suppose that \(u_0, v_0 \in C(\overline{\Omega})\) are nonnegative such that \(u_0 \neq 0\), \(v_0 \neq 0\). Then there exist \(T_{\text{max}} \in (0, \infty)\) and a unique classical solution \((u, v, w) \in (C(\overline{\Omega} \times [0, T_{\text{max}}])) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\text{max}})))^3\) of (5.1.2) on \(\Omega \times [0, T_{\text{max}}]\), such that moreover the following extensibility criterion holds:

Either \(T_{\text{max}} = \infty\) or \(\limsup_{t \uparrow T_{\text{max}}} (\|u(\cdot, t)\|_{L^{\infty}(\Omega)} + \|v(\cdot, t)\|_{L^{\infty}(\Omega)}) = \infty\).

Furthermore, \(u, v\) and \(w\) are positive in \(\overline{\Omega} \times (0, T_{\text{max}})\).

**Proof.** The proof is the same as \([164, \text{Lemma 2.1}]\). \(\square\)

In the following lemma we infer boundedness of the solutions by a comparison argument and hence, in accordance with the above extensibility criterion, global existence. In its proof and also later on, given \(d_1 > 0\), \(d_2 > 0\) and \(w\), we denote by \(\mathcal{L}_1\) and \(\mathcal{L}_2\) the operators defined by

\[
\mathcal{L}_1 \tilde{u} := d_1 \Delta \tilde{u} - \chi_1 \nabla \tilde{u} \cdot \nabla w, \quad \mathcal{L}_2 \tilde{v} := d_2 \Delta \tilde{v} - \chi_2 \nabla \tilde{v} \cdot \nabla w.
\]

**Lemma 5.2.2.** Suppose that the assumptions of Theorem 5.1.1 are satisfied and that \(T_{\text{max}}\), \(u, v, w\) are as given by Lemma 5.2.1. Then \(T_{\text{max}} = \infty\) and both \(u\) and \(v\) are bounded in \(\Omega \times (0, \infty)\).

**Proof.** Making use of (5.2.1), from the first and third equation of (5.1.2) we obtain

\[
u_t = \mathcal{L}_1 u - \chi_1 u \frac{\gamma w - \alpha u - \beta v}{d_3} + \mu_1 u(1 - u - a_1 v)
= \mathcal{L}_1 u + \mu_1 u \left(1 - \left(1 - \frac{\alpha q_1}{d_3}\right)u - \left(a_1 - \frac{\beta q_1}{d_3}\right)v - \frac{\gamma q_1}{d_3} w\right),
\]
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wherein the choice of \( q_1 \) then implies

\[
u_t \leq \mathcal{L}_1 u + \mu_1 u \left( 1 - \left(1 - \frac{\alpha q_1}{d_3}\right) u \right).
\]

We choose \( \overline{u} \in (0, \infty) \) such that \( \|u_0\|_{L^\infty(\Omega)} \leq \overline{u} \), and denote by \( y_1 : [0, \infty) \to \mathbb{R} \) the function solving

\[
\begin{cases}
y_1' = \mu_1 y_1 \left( 1 - \left(1 - \frac{\alpha q_1}{d_3}\right) y_1 \right), \\
y_1(0) = \overline{u}
\end{cases}
\]

which satisfies

\[
y_1(t) \to \frac{d_3}{d_3 - \alpha q_1} \quad \text{as } t \to \infty.
\]

By a comparison theorem we obtain

\[
\limsup_{t \to T_{\text{max}}} u(\cdot, t) \leq \limsup_{t \to T_{\text{max}}} y_1(t) = \frac{d_3}{d_3 - \alpha q_1}.
\]

Treating the second equation of (5.1.2) in a similar fashion we get

\[
v_t \leq \mathcal{L}_2 v + \mu_2 v \left( 1 - \left(1 - \frac{\beta q_2}{d_3}\right) v \right),
\]

and analogously conclude

\[
\limsup_{t \to T_{\text{max}}} v(\cdot, t) \leq \frac{d_3}{d_3 - \beta q_2}.
\]

By the extensibility criterion we obtain \( T_{\text{max}} = \infty \).

**5.3. Global asymptotic stability**

Since Lemma 5.2.2 guarantees that \( u \) and \( v \) exist globally and are bounded and nonnegative, it is possible to define nonnegative finite real numbers \( L_1, l_1, L_2, l_2 \) by

\[
L_1 := \limsup_{t \to \infty} \left( \max_{x \in \Omega} u(x, t) \right),
\]

\[
l_1 := \liminf_{t \to \infty} \left( \min_{x \in \Omega} u(x, t) \right),
\]

\[
L_2 := \limsup_{t \to \infty} \left( \max_{x \in \Omega} v(x, t) \right),
\]

\[
l_2 := \liminf_{t \to \infty} \left( \min_{x \in \Omega} v(x, t) \right).
\]

From the definition we have that for all \( \varepsilon > 0 \) there exists \( T_\varepsilon > 0 \) such that

\[
l_1 - \varepsilon < u(x, t) < L_1 + \varepsilon, \quad l_2 - \varepsilon < v(x, t) < L_2 + \varepsilon
\]
hold for all $t > T$ and all $x \in \Omega$. By the maximum principle applied to
\[
\begin{cases} 
-d_3 \Delta w + \gamma w = \alpha u + \beta v & \text{in } \Omega, \\
\nabla w \cdot \nu = 0 & \text{on } \partial \Omega,
\end{cases}
\]
we have
\[
\min_{\xi \in \Omega}(\alpha u(\xi, t) + \beta v(\xi, t)) \leq \gamma w(x, t) \leq \max_{\xi \in \Omega}(\alpha u(\xi, t) + \beta v(\xi, t))
\]
for all $t > 0$ and all $x \in \Omega$. Consequently, we obtain from (5.3.2) that for all $\varepsilon > 0$ there exists $T_\varepsilon > 0$ such that
\[
\alpha l_1 + \beta l_2 - 2\varepsilon < \gamma w(x, t) < \alpha L_1 + \beta L_2 + 2\varepsilon
\]
for all $t > T_\varepsilon$ and all $x \in \Omega$. Employing comparison arguments on ultimate time intervals, we derive first estimates for the quantities defined in (5.3.1).

**Lemma 5.3.1.** Under the assumptions of Theorem 5.1.1 and with (5.3.1), the following inequalities hold:
\[
L_1 \leq \frac{(d_3 - \alpha q_1 l_1 - a_1 d_3 l_2)_+}{d_3 - \alpha q_1} \quad \text{and} \quad l_1 \geq \frac{d_3 - \alpha q_1 L_1 - a_1 d_3 L_2}{d_3 - \alpha q_1}.
\]

**Proof.** Recalling that from the first and third equation of (5.1.2) and using the same notation as in (5.2.1) we have
\[
u \frac{\partial}{\partial t} u + \alpha q_1 l_1 + a_1 d_3 l_2 - \frac{\partial}{\partial t} v - \gamma q_1 d_3 w = 0
\]
we let $\varepsilon > 0$ and make use of (5.3.2) and (5.3.3) to find $T_\varepsilon > 0$ such that
\[
u \frac{\partial}{\partial t} u + \alpha q_1 l_1 + a_1 d_3 l_2 - \frac{\partial}{\partial t} v - \gamma q_1 d_3 w = 0
\]
on $(T_\varepsilon, \infty)$, where for the estimates we relied on nonnegativity of $a_1 - \frac{\beta q_1}{d_3}$ as guaranteed by (5.1.5).

We choose $\bar{\omega}_\varepsilon \in (0, \infty)$ such that $u(\cdot, T_\varepsilon) \leq \bar{\omega}_\varepsilon$ in $\Omega$ and we denote by $\bar{\omega} : [T_\varepsilon, \infty) \to \mathbb{R}$ the function solving
\[
\begin{cases} 
\bar{\omega}' = \mu_1 \bar{\omega} \left(1 - \left(1 - \frac{\alpha q_1}{d_3}\right) \bar{\omega} - \frac{\alpha q_1}{d_3} l_1 - a_1 l_2 + \left(a_1 + (2 - \beta) \frac{q_1}{d_3}\right) \varepsilon\right) & \text{in } (T_\varepsilon, \infty), \\
\bar{\omega}(T_\varepsilon) = \bar{\omega}_\varepsilon,
\end{cases}
\]
which satisfies
\[
\bar{\omega}(t) \to \frac{(d_3 - \alpha q_1 l_1 - a_1 d_3 l_2 + \left(a_1 d_3 + (2 - \beta) q_1\right) \varepsilon)_+}{d_3 - \alpha q_1} \quad \text{as } t \to \infty.
\]
By comparison we obtain

\[
L_1 = \limsup_{t \to \infty} \left( \max_{x \in \Omega} u(x, t) \right) \\
\leq \limsup_{t \to \infty} \bar{z}(t) \\
= \left( \frac{d_3 - \alpha q_1 l_1 - a_4 d_3 l_2 + \left( a_4 d_3 + (2 - \beta) q_1 \right) \varepsilon}{d_3 - \alpha q_1} \right) +.
\]

On the other hand, making use of the other estimates in (5.3.2) and (5.3.3) and again of (5.1.5), we have

\[
u_t - L_1 u = \mu_1 u \left( 1 - \left( 1 - \frac{\alpha q_1}{d_3} \right) u - \left( a_1 - \frac{\beta q_1}{d_3} \right) v - \frac{\gamma q_1}{d_3} w \right) \\
\geq \mu_1 u \left( 1 - \left( 1 - \frac{\alpha q_1}{d_3} \right) u - \left( a_1 - \frac{\beta q_1}{d_3} \right) (L_2 + \varepsilon) - \frac{q_1}{d_3} (\alpha L_1 + \beta L_2 + 2\varepsilon) \right) \\
= \mu_1 u \left( 1 - \left( 1 - \frac{\alpha q_1}{d_3} \right) u - \frac{\alpha q_1}{d_3} L_1 - a_1 L_2 - \left( a_1 - (2 - \beta) \frac{q_1}{d_3} \right) \varepsilon \right) \text{ on } (T_\varepsilon, \infty).
\]

Choosing \( u_\varepsilon > 0 \) such that \( u(\cdot, T_\varepsilon) \geq u_\varepsilon \) in \( \Omega \) and denoting by \( \tilde{z} : [T_\varepsilon, \infty) \to \mathbb{R} \) the function solving

\[
\begin{cases}
\tilde{z}' = \mu_1 \tilde{z} \left( 1 - \left( 1 - \frac{\alpha q_1}{d_3} \right) \tilde{z} - \frac{\alpha q_1}{d_3} L_1 - a_1 L_2 - \left( a_1 - (2 - \beta) \frac{q_1}{d_3} \right) \varepsilon \right) \text{ in } (T_\varepsilon, \infty), \\
\tilde{z}(T_\varepsilon) = u_\varepsilon,
\end{cases}
\]

which satisfies

\[
\tilde{z}(t) \to \left( \frac{d_3 - \alpha q_1 L_1 - a_4 d_3 L_2 - \left( a_4 d_3 + (2 - \beta) q_1 \right) \varepsilon}{d_3 - \alpha q_1} \right) + \text{ as } t \to \infty.
\]

Thus we obtain from the comparison theorem that

\[
l_1 = \liminf_{t \to \infty} \left( \min_{x \in \Omega} u(x, t) \right) \\
\geq \liminf_{t \to \infty} \tilde{z}(t) \\
\geq \frac{d_3 - \alpha q_1 L_1 - a_4 d_3 L_2 - \left( a_4 d_3 + (2 - \beta) q_1 \right) \varepsilon}{d_3 - \alpha q_1}
\]

holds. Because \( \varepsilon > 0 \) was arbitrary, (5.3.6) and (5.3.7) entail (5.3.4).

\[
\square
\]

**Lemma 5.3.2.** Under the assumptions of Theorem 5.1.1 and with notation as in (5.3.1), the following inequalities hold:

\[
L_2 \leq \left( \frac{d_3 - \alpha q_1 L_1 - \beta q_2 L_2}{d_3 - \beta q_2} \right) + \text{ and } l_2 \geq \frac{d_3 - a_2 d_3 L_1 - \beta q_2 L_2}{d_3 - \beta q_2}.
\]
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Proof. Repeating the arguments from the proof of Lemma 5.3.1, this time with
\[ v_t - L_v = \mu v \left( 1 - \left( 1 - \frac{\beta q_2}{d_3} \right) v - \left( a_2 - \frac{\alpha q_2}{d_3} \right) u - \frac{\gamma q_2}{d_3} w \right), \]
instead of (5.3.5), leads to Lemma 5.3.2.

Before we continue, let us briefly verify that the differences appearing in the numerators of the upper bounds for \( L_1 \) and \( L_2 \) are already nonnegative, so that we can neglect the positive part operator \((\cdot)_+\). Later on, this will allow us to conclude convergence to the non-zero equilibrium state.

Lemma 5.3.3. Under the assumptions of Theorem 5.1.1 and with notation as in (5.3.1),
\[ d_3 - \alpha q_1 l_1 - a_1 d_3 l_2 \geq 0 \]
and
\[ d_3 - a_2 d_3 l_1 - \beta q_2 l_2 \geq 0. \]

Proof. We work along the lines of a contradiction argument to show that the undesired cases can in fact not appear. If
\[ (5.3.8) \quad d_3 - \alpha q_1 l_1 - a_1 d_3 l_2 < 0 \quad \text{and} \quad d_3 - a_2 d_3 l_1 - \beta q_2 l_2 < 0, \]
we obtain from Lemmas 5.3.1 and 5.3.2, and the nonnegativity of \( u \) and \( v \) that
\[ 0 \leq l_1 \leq L_1 \leq 0, \]
and
\[ 0 \leq l_2 \leq L_2 \leq 0. \]

Plugging this back into (5.3.8) yields the contradiction \( d_3 < 0 \). In the case
\[ d_3 - \alpha q_1 l_1 - a_1 d_3 l_2 \geq 0 \quad \text{and} \quad d_3 - a_2 d_3 l_1 - \beta q_2 l_2 < 0, \]
Lemmas 5.3.1 and 5.3.2, and the nonnegativity of \( v \) show that
\[ (5.3.9) \quad L_2 = l_2 = 0 \quad \text{and} \quad L_1 \leq \frac{d_3 - \alpha q_1 l_1}{d_3 - \alpha q_1}, \quad l_1 \geq \frac{d_3 - \alpha q_1 L_1}{d_3 - \alpha q_1}. \]

Herein, the first two inequalities lead to
\[ (d_3 - \alpha q_1) L_1 \leq d_3 - \alpha q_1 l_1, \]
\[ (d_3 - \alpha q_1) l_1 \geq d_3 - \alpha q_1 L_1, \]
which implies
\[ (d_3 - 2\alpha q_1)(L_1 - l_1) \leq 0. \]
Due to $q_1 < \frac{d_3}{2a}$ (by (5.1.5)) this yields $L_1 = l_1$. Together with (5.3.9) this equality shows

$$L_1 = \frac{d_3 - \alpha q_1 L_1}{d_3 - \alpha q_1},$$

which leads to $l_1 = L_1 = 1$ because of $d_3 > 0$. Making use of this and (5.3.9), we conclude that the second inequality from Lemma 5.3.2 implies the contradiction

$$0 = l_2 \geq \frac{d_3 - \alpha_2 d_3 l_1 - \beta q_2 L_2}{d_3 - \beta q_2} = \frac{(1 - \alpha_2)d_3}{d_3 - \beta q_2} > 0,$$

since $d_3 > 0$, $d_3 > \beta q_2$ due to (5.1.5) and, by (5.1.3), $1 > \alpha_2$. The case

$$d_3 - \alpha q_1 l_1 - a_1 d_3 l_2 < 0 \quad \text{and} \quad d_3 - a_2 d_3 l_1 - \beta q_2 l_2 \geq 0$$

can be treated in a similar fashion relying on the facts that $q_2 < \frac{d_3}{2a}$ by (5.1.5) and $a_1 < 1$ by (5.1.3) to obtain the contradiction $0 = l_1 > 0$. \hfill $\square$

Having explicit bounds for $L_1$ and $L_2$ at hand, we can now calculate the exact values of $L_1$ and $L_2$.

**Lemma 5.3.4.** Let the assumptions of Theorem 5.1.1 be satisfied. Then

$$L_1 = l_1 = u^*$$

and

$$L_2 = l_2 = v^*,$$

where

$$u^* := \frac{1 - a_1}{1 - a_1 a_2}, \quad v^* := \frac{1 - a_2}{1 - a_1 a_2}.$$

Moreover the solution of (5.1.2) converges to nontrivial steady states, i.e.,

$$u(\cdot, t) \to u^*, \quad v(\cdot, t) \to v^*, \quad w(\cdot, t) \to \frac{\alpha u^* + \beta v^*}{\gamma}$$

as $t \to \infty$, uniformly in $\Omega$.

**Proof.** At first, we shall prove that in fact the solutions converge, namely that

$$L_1 = l_1, \quad L_2 = l_2$$

hold. Thanks to Lemmas 5.3.1, 5.3.2 and 5.3.3 we know that the inequalities

\begin{align*}
(5.3.10) \quad & (d_3 - \alpha q_1) L_1 \leq d_3 - \alpha q_1 l_1 - a_1 d_3 l_2, \\
(5.3.11) \quad & (d_3 - \beta q_2) L_2 \leq d_3 - a_2 d_3 l_1 - \beta q_2 l_2,
\end{align*}
and

\[(d_3 - \alpha q_1) l_1 \geq d_3 - \alpha q_1 L_1 - a_1 d_3 L_2,\]
\[(d_3 - \beta q_2) l_2 \geq d_3 - a_2 d_3 L_1 - \beta q_2 L_2\]

hold. From (5.3.10) and (5.3.12) we extract

\[(d_3 - \alpha q_1) (L_1 - l_1) \leq \alpha q_1 (L_1 - l_1) + a_1 d_3 (L_2 - l_2).\]

Re-ordering this inequality while paying attention to (5.1.5), we see that

\[(5.3.14)\]
\[L_1 - l_1 \leq \frac{a_1 d_3}{d_3 - 2\alpha q_1} (L_2 - l_2).\]

Taking into account (5.3.11) and (5.3.13), from a similar argument we obtain

\[(5.3.15)\]
\[L_2 - l_2 \leq \frac{a_2 d_3}{d_3 - 2\beta q_2} (L_1 - l_1).\]

Combination of (5.3.14) and (5.3.15) shows

\[L_1 - l_1 \leq \frac{a_1 d_3}{d_3 - 2\alpha q_1} \cdot \frac{a_2 d_3}{d_3 - 2\beta q_2} (L_1 - l_1).\]

Noting from the smallness condition on \(q_1, q_2\) in (5.1.6) that

\[\frac{a_1 d_3}{d_3 - 2\alpha q_1} \cdot \frac{a_2 d_3}{d_3 - 2\beta q_2} < 1,\]

we obtain

\[L_1 = l_1.\]

Plugging this result into (5.3.15) also yields

\[L_2 = l_2.\]

Lastly, we shall prove

\[l_1 = u^* \quad \text{and} \quad l_2 = v^*.\]

From (5.3.10), (5.3.12), \(L_1 = l_1\) and \(L_2 = l_2\) we have

\[(d_3 - \alpha q_1) l_1 = d_3 - \alpha q_1 l_1 - a_1 d_3 l_2,\]

which, after re-ordering, leads to

\[(5.3.16)\]
\[l_1 = 1 - a_1 l_2.\]

Similarly we obtain from (5.3.11), (5.3.13), \(L_1 = l_1\) and \(L_2 = l_2\) that

\[(5.3.17)\]
\[l_2 = 1 - a_2 l_1.\]
Combination of (5.3.16) and (5.3.17) therefore leads to

\[ l_1 = \frac{1 - a_1}{1 - a_1 a_2} = u^* \]

and

\[ l_2 = \frac{1 - a_2}{1 - a_1 a_2} = v^*. \]

Let \( l_1 = u^* \) and \( l_2 = v^* \) imply that

\[ u(\cdot, t) \rightarrow u^* \quad \text{and} \quad v(\cdot, t) \rightarrow v^* \]

as \( t \rightarrow \infty \), uniformly in \( \Omega \). Finally, accordance with (5.3.3), for any \( \varepsilon > 0 \) there is \( T_\varepsilon > 0 \) such that

\[ \alpha u^* + \beta v^* - 2\varepsilon < \gamma w(x, t) < \alpha u^* + \beta v^* + 2\varepsilon \quad \text{for all} \quad (x, t) \in \Omega \times (T_\varepsilon, \infty) \]

and hence

\[ w(\cdot, t) \rightarrow \frac{\alpha u^* + \beta v^*}{\gamma} \]

as \( t \rightarrow \infty \), uniformly in \( \Omega \).

With this lemma, we actually have completed the proof of Theorem 5.1.1.

**Proof of Theorem 5.1.1.** Part (i) follows from Lemma 5.2.2, while (ii) is contained in Lemma 5.3.4.
Chapter 6

Boundedness and stabilization in a two-species chemotaxis-competition system of parabolic-parabolic-elliptic type

6.1. Motivation and results

A mathematical problem which describes a part of the life cycle of cellular slime molds with chemotaxis is called the Keller–Segel system:

\[
\begin{align*}
  u_t &= \Delta u - \chi \nabla \cdot (u \nabla v), \\
  \tau v_t &= \Delta v + u - v,
\end{align*}
\]

where \( \chi > 0 \) and \( \tau \in \{0, 1\} \). Moreover, the chemotaxis system with growth terms

\[
\begin{align*}
  u_t &= \Delta u - \chi \nabla \cdot (u \nabla v) + \kappa u - \mu u^2, \\
  \tau v_t &= \Delta v + u - v
\end{align*}
\]

was proposed by [125, 152], where \( \chi, \kappa, \mu > 0 \) and \( \tau \in \{0, 1\} \). After the pioneering work of Keller–Segel [89], the Keller–Segel system and the chemotaxis system are intensively studied (see e.g., [5, 71, 74]). A generalized problem of Keller–Segel systems, which means a two-species chemotaxis system, was proposed in [208] and was studied (see e.g., [13, 14, 35, 36, 46, 114, 211]; global existence was proved in [35, 36, 211]; and their asymptotic stability was shown in [211]; related works which deal with blow-up of solutions can be seen in [13, 14, 35, 36, 46, 114]). Recently, a two-species chemotaxis system with competitive kinetics

\[
\begin{align*}
  u_t &= \Delta u - \chi_1 \nabla \cdot (u \nabla w) + \mu_1 u(1 - u - a_1 v), \\
  v_t &= \Delta v - \chi_2 \nabla \cdot (v \nabla w) + \mu_2 v(1 - a_2 u - v), \\
  \tau w_t &= \Delta w + \alpha u + \beta v - \gamma w
\end{align*}
\]

with some \( \chi_1, \chi_2, \mu_1, \mu_2, a_1, a_2 > 0 \) and \( \tau \in \{0, 1\} \), which describes evolution of two competing species which react on a single chemoattractant, was proposed by Tello–Winkler [178] and was studied (see [4, 115, 150, 151, 213] and Chapters 3, 4). About this problem with \( \tau = 1 \), global existence and boundedness was obtained in the 2-dimensional case.
([4]) and the n-dimensional setting ([115]); moreover, asymptotic behavior of solutions was established in [4]. Related works which deal with global existence and boundedness in this two-species problem with sensitivity functions can be found in [213]; and related works which treat the non-competition case are in [150, 151] and Chapters 3, 4. These results in the case \( \tau = 1 \) are motivated by the results ([164, 178] and Chapter 5) in the case \( \tau = 0 \). Therefore it seems to be meaningful to study the parabolic-parabolic-elliptic problem reduced by letting \( \tau = 0 \).

In this chapter we consider the two-species chemotaxis system with competitive kinetics of parabolic-parabolic-elliptic type

\[
\begin{align*}
\dot{u} &= d_1 \Delta u - \chi_1 \nabla \cdot (u \nabla w) + \mu_1 u (1 - u - a_1 v), \quad x \in \Omega, \ t > 0, \\
\dot{v} &= d_2 \Delta v - \chi_2 \nabla \cdot (v \nabla w) + \mu_2 v (1 - a_2 u - v), \quad x \in \Omega, \ t > 0, \\
0 &= d_3 \Delta w + \alpha u + \beta v - \gamma w, \quad x \in \Omega, \ t > 0, \\
\nabla u \cdot \nu &= \nabla v \cdot \nu = \nabla w \cdot \nu = 0, \quad x \in \partial \Omega, \ t > 0, \\
u(x, 0) &= u_0(x), \quad v(x, 0) = v_0(x), \quad x \in \Omega,
\end{align*}
\]

(6.1.1)

where \( \Omega \) is a bounded domain in \( \mathbb{R}^n \) \((n \geq 2)\) with smooth boundary \( \partial \Omega \) and \( \nu \) is the outward normal vector to \( \partial \Omega \). The constants \( d_1, d_2, d_3, \chi_1, \chi_2, \mu_1, \mu_2, a_1, a_2 \) and \( \alpha, \beta, \gamma \) are positive. The initial data \( u_0, v_0 \) are assumed to be nonnegative functions. The unknown functions \( u(x, t) \) and \( v(x, t) \) represent the population densities of two species and \( w(x, t) \) shows the concentration of the chemical substance at place \( x \) and time \( t \).

The problem (6.1.1) is a problem on account of the influence of chemotaxis, diffusion, and the Lotka–Volterra competitive kinetics, i.e., with coupling coefficients \( a_1, a_2 > 0 \) in

\[
\begin{align*}
\dot{u} &= u(1 - u - a_1 v), \quad v_t = v(1 - a_2 u - v).
\end{align*}
\]

(6.1.2)

The mathematical difficulties of the problem (6.1.1) are to deal with the chemotaxis term \( \nabla \cdot (u \nabla w) \) and the competition term \( u(1 - u - a_1 v) \). To overcome these difficulties, in the case that \( a_1, a_2 \in (0, 1) \) and \( d_3 = \alpha = \beta = 1 \) in (6.1.1), Tello–Winkler [178] applied comparison methods to this problem and obtained global existence of classical bounded solutions and their asymptotic behavior under the conditions that

\[
\begin{align*}
2(\chi_1 + \chi_2) + a_2 \mu_1 &< \mu_2 \quad \text{and} \quad 2(\chi_1 + \chi_2) + a_1 \mu_2 < \mu_1.
\end{align*}
\]

(6.1.3)

However, if \( \mu_1 \to \infty \) or \( \mu_2 \to \infty \), then these conditions break down; indeed, these conditions do not hold when \( \mu_1 \) or \( \mu_2 \) is extremely large. In Chapter 5, it was shown that the conditions

\[
\begin{align*}
\chi_1 \mu_1 &< \min \left\{ \frac{d_3}{2 \alpha}, \frac{a_1 d_3}{\beta} \right\}, \quad \chi_2 \mu_2 < \min \left\{ \frac{d_3}{2 \beta}, \frac{a_2 d_3}{\alpha} \right\}, \\
\end{align*}
\]

(6.1.4)

\[
\begin{align*}
a_1 a_2 d_3^2 &< \left( d_3 - \frac{2 \alpha \chi_1}{\mu_1} \right) \left( d_3 - \frac{2 \beta \chi_2}{\mu_2} \right)
\end{align*}
\]

(6.1.5)

lead to global existence and asymptotic stability in (6.1.1) in the case that \( a_1, a_2 \in (0, 1) \). The conditions (6.1.4)–(6.1.5) partially relax (6.1.3) in view of the point mentioned above;
indeed, (6.1.4)–(6.1.5) are satisfied even though \( \mu_1 \) or \( \mu_2 \) is extremely large. On the other hand, in the case that \( a_1 > 1 > a_2 \) and \( d_3 = \beta = 1 \) in (6.1.1) Stinner–Tello–Winkler [164] established global existence and stabilization of global classical solutions when

\[
\frac{\chi_1}{\mu_1} \leq a_1, \quad \frac{\chi_2}{\mu_2} < \frac{1}{2} \quad \text{and} \quad \frac{\alpha \chi_1}{\mu_1} + \max \left\{ \frac{\chi_2}{\mu_2} \frac{a_2 (\mu_2 - \chi_2)}{\mu_2 - 2 \chi_2}, \frac{(\alpha - a_2) \chi_2}{\mu_2 - 2 \chi_2} \right\} < 1
\]

are satisfied. In summary the two-species chemotaxis-competition model (6.1.1) were studied in the cases that \( a_1, a_2 \in (0, 1) \) and \( a_1 > 1 > a_2 \), and it was proved that global existence and same asymptotic behavior as solutions to the Lotka–Volterra competition model (6.1.2) hold when \( \frac{\chi_2}{\mu_2} \) are small. However, the conditions in the above two cases strongly depend on \( a_1, a_2 \), and have not been obtained in the case that \( a_1, a_2 \geq 1 \). Moreover, convergence rates in the cases that \( a_1, a_2 \in (0, 1) \) and \( a_1 > 1 > a_2 \) have not been studied.

The purpose of this work is to construct conditions which derive global existence of classical bounded solutions for all \( a_1, a_2 > 0 \) which covers the case that \( a_1, a_2 \geq 1 \), and lead to convergence rates for solutions of (6.1.1) in the cases that \( a_1, a_2 \in (0, 1) \) and \( a_1 > 1 > a_2 \).

For establishing global existence and boundedness we shall suppose that \( \chi_1, \chi_2 \) and \( \mu_1, \mu_2 \) satisfy the following conditions:

\[
(6.1.6) \quad n = 2, \quad \text{or} \quad n \geq 3, \quad \frac{\chi_1}{\mu_1} < \frac{nd_3}{n - 2} \min \left\{ \frac{1}{\alpha}, \frac{\alpha_1}{\beta} \right\} \quad \text{and} \quad \frac{\chi_2}{\mu_2} < \frac{nd_3}{n - 2} \min \left\{ \frac{1}{\beta}, \frac{\alpha_2}{\alpha} \right\}.
\]

We assume that the initial data \( u_0, v_0 \) satisfy

\[
(6.1.7) \quad 0 \leq u_0 \in C(\Omega) \setminus \{0\}, \quad 0 \leq v_0 \in C(\Omega) \setminus \{0\}.
\]

Now the main results read as follows. The first one is concerned with global existence and boundedness in (6.1.1).

**Theorem 6.1.1.** Let \( d_1, d_2, d_3 > 0, \mu_1, \mu_2 > 0, a_1, a_2 > 0, \chi_1, \chi_2 > 0, \alpha, \beta, \gamma > 0 \) and let \( \Omega \subset \mathbb{R}^n \) \((n \geq 2)\) be a bounded domain with smooth boundary. Assume that (6.1.6) are satisfied. Then for any \( u_0, v_0 \) satisfying (6.1.7), there exists an exactly one triplet \((u, v, w)\) of nonnegative functions

\[
u, v, w \in C(\Omega \times [0, \infty)) \cap C^{2,1}(\Omega \times (0, \infty)),
\]

which satisfy (6.1.1). Moreover, the solutions \( u, v, w \) are uniformly bounded, i.e., for all \( q \in [1, \infty) \) there exists a constant \( C > 0 \) such that

\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{L^\infty(\Omega)} + \|w(\cdot, t)\|_{W^{1,q}(\Omega)} \leq C \quad \text{for all} \ t \geq 0,
\]

and the solutions \( u, v, w \) are the Hölder continuous functions, i.e., there exist \( \theta \in (0, 1) \) and \( M > 0 \) such that

\[
\|u\|_{C^{\theta, \frac{q}{2}}(\Omega \times [t, t+1])} + \|v\|_{C^{\theta, \frac{q}{2}}(\Omega \times [t, t+1])} + \|w\|_{C^{\theta, \frac{q}{2}}(\Omega \times [t, t+1])} \leq M \quad \text{for all} \ t \geq 1.
\]
Remark 6.1.1. This result gives the existence of global classical bounded solutions in the case that $a_1, a_2 \geq 1$. Moreover, the condition (6.1.6) relaxes (6.1.4) which is assumed for global existence of solutions in Theorem 5.1.1. Indeed, if $\chi_1, \chi_2$ and $\mu_1, \mu_2$ satisfy the condition (6.1.4), then $\chi_1, \chi_2$ and $\mu_1, \mu_2$ satisfy the condition (6.1.6). However, the condition (6.1.6) does not always relax those assumed in [164] and [178]; in the case that $a_1, a_2 \in (0, 1)$ the condition (6.1.6) relaxes (6.1.3) under the condition

$$n = 2, \quad \text{or} \quad n \geq 3, \quad \chi_1 < \frac{2n a_1 (\chi_1 + \chi_2) (1 + a_1)}{(n - 2)(1 - a_1 a_2)} \quad \text{and} \quad \chi_2 < \frac{2n a_2 (\chi_1 + \chi_2) (1 + a_2)}{(n - 2)(1 - a_1 a_2)},$$

and in the case that $a_1 > 1 > a_2$ the condition (6.1.6) relaxes the condition

$$\frac{\alpha \chi_1}{\mu_1} + \frac{\chi_2}{\mu_2} < 1,$$

which was used to obtain global existence in [164], when

$$\frac{\alpha (n - 2)}{n} < \min\{1, a_1 \alpha, a_2\}$$

hold.

The main theorem tells us the following result in the 2-dimensional case.

**Corollary 6.1.2.** Let $d_1, d_2, d_3 > 0$, $\mu_1, \mu_2 > 0$, $a_1, a_2 > 0$, $\chi_1, \chi_2 > 0$, $\alpha, \beta, \gamma > 0$ and let $\Omega \subset \mathbb{R}^2$ be a bounded domain with smooth boundary. Then for any $u_0, v_0$ satisfying (6.1.7), (6.1.1) possesses a unique global bounded classical solution. In the case that $a_1, a_2 \in (0, 1)$ asymptotic behavior of solutions to (6.1.1) will be discussed under the following additional conditions: there exists $\delta_1 > 0$ such that

$$4 \delta_1 - a_1 a_2 (1 + \delta_1)^2 > 0 \quad (6.1.8)$$

and

$$\mu_1 > \frac{\chi_1^2 (1 + \delta_1) (1 - a_1) (\alpha^2 a_1 \delta_1 + \beta^2 a_2 - \alpha \beta a_1 a_2 (1 + \delta_1))}{4d_1 d_1 d_3 (1 - a_1 a_2) (4 \delta_1 - a_1 a_2 (1 + \delta_1)^2)}, \quad (6.1.9)$$

$$\mu_2 > \frac{\chi_2^2 (1 + \delta_1) (1 - a_2) (\alpha^2 a_1 \delta_1 + \beta^2 a_2 - \alpha \beta a_1 a_2 (1 + \delta_1))}{4a_2 d_2 d_3 (1 - a_1 a_2) (4 \delta_1 - a_1 a_2 (1 + \delta_1)^2)}. \quad (6.1.10)$$

The second theorem gives asymptotic behavior in (6.1.1) in the case that $a_1, a_2 \in (0, 1)$.

**Theorem 6.1.3.** Let $d_1, d_2, d_3 > 0$, $\mu_1, \mu_2 > 0$, $a_1, a_2 \in (0, 1)$, $\chi_1, \chi_2 > 0$, $\alpha, \beta, \gamma > 0$ and let $\Omega \subset \mathbb{R}^n$ ($n \geq 2$) be a bounded domain with smooth boundary. Assume that there exists a unique global classical solution $(u, v, w)$ of (6.1.1) satisfying

$$\|u\|_{C^{\alpha}((\Omega \times [t, t + 1]))} + \|v\|_{C^{\alpha}((\Omega \times [t, t + 1]))} + \|w\|_{C^{\alpha}((\Omega \times [t, t + 1]))} \leq M \quad \text{for all } t > 0 \quad (\text{with some } M > 0)$$

with $M > 0$. Then under the conditions (6.1.8)–(6.1.10), $(u, v, w)$ satisfies that there exist $C > 0$ and $\ell > 0$ such that

$$\|u(\cdot, t) - u^*\|_{L^\infty(\Omega)} + \|v(\cdot, t) - v^*\|_{L^\infty(\Omega)} + \|w(\cdot, t) - w^*\|_{L^\infty(\Omega)} \leq Ce^{-\alpha t} \quad \text{for all } t > 0,$$

where

$$u^* := \frac{1 - a_1}{1 - a_1 a_2}, \quad v^* := \frac{1 - a_2}{1 - a_1 a_2}, \quad w^* := \frac{\alpha u^* + \beta v^*}{\gamma}.$$
Remark 6.1.2. If the assumption of Theorem 6.1.1 and (6.1.8)–(6.1.10) are satisfied, then Theorem 6.1.3 gives the convergence rates for solutions of (6.1.1) in the case that \( a_1, a_2 \in (0, 1) \). Here we note that the conditions (6.1.8)–(6.1.10) with \( \delta_1 = 1 \) are similar to those assumed in [4]. However, \( \delta_1 = 1 \) is not the best choice; indeed, \( \delta_1 = 1 \) is not a minimizer of the right-hand sides of (6.1.9)–(6.1.10) except the case that \( \beta^2 a_2 = \alpha^2 a_1 \).

In the case that \( a_1 \geq 1 > a_2 \) asymptotic behavior of solutions to (6.1.1) will be discussed under the following additional conditions: there exist \( \delta_1 > 0 \) and \( a_1' \in [1, a_1] \) such that

\[
(6.1.11) \quad 4\delta_1 - a_1' a_2 (1 + \delta_1)^2 > 0,
\]

\[
(6.1.12) \quad \mu_2 > \frac{\chi_2 \delta_1 (\alpha^2 a_1' \delta_1 + \beta^2 a_2 - \alpha \beta a_1' a_2 (1 + \delta_1))}{4a_2 d_2 d_3 (4\delta_1 - a_1' a_2 (1 + \delta_1)^2)}.
\]

The third one gives asymptotic behavior in (6.1.1) in the case that \( a_1 \geq 1 > a_2 \).

Theorem 6.1.4. Let \( d_1, d_2, d_3 > 0, \mu_1, \mu_2 > 0, a_1 \geq 1, a_2 \in (0, 1), \chi_1, \chi_2 > 0, \alpha, \beta, \gamma > 0 \) and let \( \Omega \subset \mathbb{R}^n \) \((n \geq 2)\) be a bounded domain with smooth boundary. Assume that there exists a unique global classical solution \((u, v, w)\) of (6.1.1) such that

\[
\|u\|_{C^0 \left( \overline{\Omega} \times [0, t+1] \right)} + \|v\|_{C^0 \left( \overline{\Omega} \times [0, t+1] \right)} + \|w\|_{C^0 \left( \overline{\Omega} \times [0, t+1] \right)} \leq M \quad \text{for all } t > 0
\]

with some \( M > 0 \). Then under the conditions (6.1.11)–(6.1.12), \((u, v, w)\) has the following properties:

(i) If \( a_1 > 1 \) and \( a_1' \in (1, a_1) \) in (6.1.11)–(6.1.12), then there exist \( C > 0 \) and \( \ell > 0 \) satisfying

\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t) - 1\|_{L^\infty(\Omega)} + \|w(\cdot, t) - \frac{\beta}{\gamma}\|_{L^\infty(\Omega)} \leq C e^{-\ell t} \quad \text{for all } t > 0.
\]

(ii) If \( a_1 = 1 \), then there exist \( C > 0 \) and \( \ell > 0 \) satisfying

\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t) - 1\|_{L^\infty(\Omega)} + \|w(\cdot, t) - \frac{\beta}{\gamma}\|_{L^\infty(\Omega)} \leq C(t + 1)^{-\ell} \quad \text{for all } t > 0.
\]

Remark 6.1.3. If the assumption of Theorem 6.1.1 and (6.1.11)–(6.1.12) are satisfied, then Theorem 6.1.4 gives the convergence rates for solutions in the cases that \( a_1 > 1 > a_2 \) and \( a_1 = 1 > a_2 \).

Remark 6.1.4. Stabilization in the case that \( a_1, a_2 \geq 1 \) is a still open question. In the case that \( a_1, a_2 > 1 \) a Lotka–Volterra competition model with diffusion term was studied; however, its analysis is difficult and it is known that solutions have complicated structures: spatial homogeneity of stable equilibria ([91]); studies of a travelling wave ([87, 88, 122, 124]); dynamics of interfaces ([42]); diffusion-induced extinction ([79]).
The strategy of the proof of Theorem 6.1.1 is to extend a method in [177] to a two-species case. We first aim to establish the $L^p$-estimate for $u$ with some $p > \frac{n}{2}$ from the following derivative of $\int_{\Omega} u^p$:

\begin{equation}
\frac{1}{p} \frac{d}{dt} \int_{\Omega} u^p \leq (p-1)\chi_1 \int_{\Omega} u^{p-1} \nabla u \cdot \nabla w + \mu_1 \int_{\Omega} u^p (1 - u - a_1 v).
\end{equation}

(6.1.13)

Since the third equation in (6.1.1) derives that

\begin{equation}
(p-1)\chi_1 \int_{\Omega} u^{p-1} \nabla u \cdot \nabla w = \frac{(p-1)\chi_1}{d_3^p} \int_{\Omega} u^p (\alpha u + \beta v - \gamma w),
\end{equation}

(6.1.14)

we shall show that a combination of (6.1.13) and (6.1.14), along with the condition (6.1.6) implies that there are $c_1, c_2 > 0$ such that

\begin{equation}
\frac{d}{dt} \int_{\Omega} u^p \leq -c_1 \left(\int_{\Omega} u^p\right)^{\frac{p+1}{p}} + c_2 \int_{\Omega} u^p,
\end{equation}

which leads to $L^p$-estimate for $u$. Then aided by standard semigroup estimates, we can obtain the $L^\infty$-estimate for $u$. On the other hand, one of the keys for the proof of Theorems 6.1.3 and 6.1.4 is to derive the following energy estimate:

\begin{equation}
\frac{d}{dt} E(t) \leq -\varepsilon \int_{\Omega} [(u(\cdot, t) - \overline{u})^2 + (v(\cdot, t) - \overline{v})^2 + (w(\cdot, t) - \overline{w})^2]
\end{equation}

(6.1.15)

for all $t > 0$ with some positive function $E$ (see (6.3.7) and (6.3.14)) and some constant $\varepsilon > 0$, where $(\overline{u}, \overline{v}, \overline{w}) \in \mathbb{R}^3$ is a solution of (6.1.1). Thanks to (6.1.15), we can obtain that there exists $C > 0$ such that

\begin{align*}
\int_0^\infty \int_{\Omega} (u - \overline{u})^2 + \int_0^\infty \int_{\Omega} (v - \overline{v})^2 + \int_0^\infty \int_{\Omega} (w - \overline{w})^2 \leq C,
\end{align*}

which together with the regularity of the solution leads to Theorems 6.1.3 and 6.1.4. This strategy comes from a method for the fully parabolic system established in [4], which means that the fully parabolic system is also helpful to analyse the parabolic-parabolic-elliptic system.

This chapter is organized as follows. In Section 6.2 we prove global existence and boundedness (Theorem 6.1.1) through a series of lemmas. Section 6.3 is devoted to the proof of asymptotic stability (Theorems 6.1.3 and 6.1.4); we first provide some lemmas which will be used later, and we next divide the section into Sections 6.3.1 and 6.3.2 according to the proof of Theorem 6.1.3 and that of Theorem 6.1.4, respectively.

6.2. Global existence and boundedness

In this section we shall show global existence and boundedness in (6.1.1). First we will recall the known result about local existence of solutions to (6.1.1) ([164, Lemma 2.1]).
Lemma 6.2.1. Let \(d_1, d_2, d_3 > 0\), \(\mu_1, \mu_2 > 0\), \(a_1, a_2 > 0\), \(\chi_1, \chi_2 \in \mathbb{R}\), \(\alpha, \beta, \gamma > 0\) and let \(\Omega \subset \mathbb{R}^n\) (\(n \in \mathbb{N}\)) be a bounded domain with smooth boundary. Then for any \(u_0, v_0\) satisfying (6.1.7), there exist \(T_{\text{max}} \in (0, \infty)\) and an exactly one triplet \((u, v, w)\) of nonnegative functions

\[u, \ v, \ w \in C(\overline{\Omega} \times [0, T_{\text{max}})) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\text{max}}))\]

which satisfy (6.1.1). Moreover,

either \(T_{\text{max}} = \infty\) or \(\lim_{t \to T_{\text{max}}} (\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{L^\infty(\Omega)}) = \infty\).

We next give the \(L^p\)-estimate for \(u\) with some \(p > \frac{n}{2}\) which plays an important role in deriving \(L^\infty\)-estimate for \(u\).

Lemma 6.2.2. Assume that (6.1.6)–(6.1.7) are satisfied. Then for all \(p \in I_1\), there exists \(C(p) > 0\) such that

\[\|u(\cdot, t)\|_{L^p(\Omega)} \leq C(p)\]

for all \(t \in (0, T_{\text{max}})\), where

\[I_1 := \left(\frac{n}{2}, \min \left\{ \frac{\alpha \chi_1}{(\alpha \chi_1 - d_3 \mu_1)_+}, \frac{\beta \chi_1}{(\beta \chi_1 - a_1 d_3 \mu_1)_+} \right\} \right)\].

Proof. We fix \(p \in I_1\). Here we note from the condition (6.1.6) that \(I_1 \neq \emptyset\). Multiplying the first equation in (6.1.1) by \(u^{p-1}\) and integrating it over \(\Omega\), we obtain that

\[\frac{1}{p} \frac{d}{dt} \int_{\Omega} u^p + d_1 (p - 1) \int_{\Omega} u^{p-2} |\nabla u|^2 = (p - 1) \chi_1 \int_{\Omega} u^{p-1} \nabla u \cdot \nabla w + \mu_1 \int_{\Omega} u^p (1 - u - a_1 v).\]

Then integration by parts and the third equation in (6.1.1) imply that

\[(p - 1) \chi_1 \int_{\Omega} u^{p-1} \nabla u \cdot \nabla w = - \frac{(p - 1) \chi_1}{p} \int_{\Omega} u^p \Delta w = \frac{(p - 1) \chi_1}{d_3 p} \int_{\Omega} u^p (\alpha u + \beta v - \gamma w).\]

Therefore a combination of (6.2.1) with (6.2.2) yields that

\[\frac{1}{p} \frac{d}{dt} \int_{\Omega} u^p \leq \mu_1 \int_{\Omega} u^p - \left(\mu_1 - \frac{(p - 1) \chi_1}{d_3 p}\right) \int_{\Omega} u^{p+1} - \left(a_1 \mu_1 - \frac{\beta p - 1 \chi_1}{d_3 p}\right) \int_{\Omega} u^p v.\]

Recalling from \(p \in I_1 = \left(\frac{n}{2}, \min \left\{ \frac{\alpha \chi_1}{(\alpha \chi_1 - d_3 \mu_1)_+}, \frac{\beta \chi_1}{(\beta \chi_1 - a_1 d_3 \mu_1)_+} \right\} \right)\) that

\[\mu_1 - \frac{(p - 1) \chi_1}{d_3 p} > 0\] and \(a_1 \mu_1 - \frac{\beta p - 1 \chi_1}{d_3 p} > 0\),
we establish that
\[
\frac{1}{p} \frac{d}{dt} \int_{\Omega} u^p \leq \mu_1 \int_{\Omega} u^p - \left( \mu_1 - \frac{\alpha(p-1)\chi_1}{d_3 p} \right) \int_{\Omega} u^{p+1},
\]
and then the Hölder inequality
\[
\int_{\Omega} u^p \leq |\Omega|^{\frac{p}{p+1}} \left( \int_{\Omega} u^{p+1} \right)^{\frac{p}{p+1}}
\]
leads to
\[
\frac{1}{p} \frac{d}{dt} \int_{\Omega} u^p \leq \mu_1 \int_{\Omega} u^p - \varepsilon \left( \int_{\Omega} u^p \right)^{\frac{p+1}{p}}
\]
with \( \varepsilon := |\Omega|^{-1} \left( \mu_1 - \frac{\alpha(p-1)\chi_1}{d_3 p} \right) \), which implies that
\[
\|u(\cdot, t)\|_{L^p(\Omega)} \leq \max \left\{ \|u_0\|_{L^p(\Omega)}, \frac{\mu_1}{\varepsilon} \right\} \quad \text{for all } t \in (0, T_{\text{max}}).
\]
Thus we can attain the conclusion of this lemma.

Similarly, we can confirm the following \( L^p \)-estimate for \( v \) with some \( p > \frac{n}{2} \).

**Lemma 6.2.3.** Assume that (6.1.6)–(6.1.7) are satisfied. Then for all \( p \in I_2 \), there exists \( C(p) > 0 \) such that
\[
\|v(\cdot, t)\|_{L^p(\Omega)} \leq C(p) \quad \text{for all } t > 0,
\]
where \( I_2 := \left( \frac{n}{2}, \min \left\{ \frac{\beta \chi_2}{(\beta \chi_2 - d_3 \mu_2^+)^+}, \frac{\alpha \chi_2}{(\alpha \chi_2 - d_3 \mu_2^+)^+} \right\} \right) \).

**Proof.** A similar argument as in the proof of Lemma 6.2.2 derives this lemma.

Now we could construct all estimates which will enable us to obtain the estimate for the solution; Lemmas 6.2.2 and 6.2.3 lead to the following lemma. The proof is based on a known argument involving semigroup estimates which derive the \( L^\infty \)-estimate for \( u \) from \( L^p \)-estimate with \( p > \frac{n}{2} \) (see e.g., [5, Lemma 3.2]).

**Lemma 6.2.4.** Assume that (6.1.6)–(6.1.7) are satisfied. Then for all \( q > n \) there exists \( C > 0 \) such that
\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{L^\infty(\Omega)} + \|w(\cdot, t)\|_{W^{1,q}(\Omega)} \leq C \quad \text{for all } t > 0.
\]
Moreover, there exist \( M > 0 \) and \( \theta \in (0, 1) \) such that
\[
\|u\|_{C^{\theta, \frac{q}{2}}(\overline{\Omega} \times [t, t+1])} + \|v\|_{C^{\theta, \frac{q}{2}}(\overline{\Omega} \times [t, t+1])} + \|w\|_{C^{\theta, \frac{q}{2}}(\overline{\Omega} \times [t, t+1])} \leq M \quad \text{for all } t \geq 1.
\]
Proof. We fix \( p \in I_1 \cap I_2 \cap (0,n) \), where \( I_1 \) and \( I_2 \) are the intervals defined in Lemmas 6.2.2 and 6.2.3. Then thanks to Lemmas 6.2.2 and 6.2.3, we can find \( C_1 > 0 \) such that

\[
\|u(\cdot, t)\|_{L^p(\Omega)} + \|v(\cdot, t)\|_{L^p(\Omega)} \leq C_1 \quad \text{for all } t \in (0,T_{\text{max}}).
\]

(6.2.4)

We first verify the \( L^{\frac{np}{n-r}} \)-estimate for \( \nabla w \). Here for all \( q \in (1, \infty) \), the standard elliptic regularity argument (see e.g., [48, Theorem 19.1]) leads to the existence of a constant \( C_E(q) > 0 \) satisfying

\[
\|w(\cdot, t)\|_{W^{2,q}(\Omega)} \leq C_E(q)(\|u(\cdot, t)\|_{L^q(\Omega)} + \|v(\cdot, t)\|_{L^q(\Omega)}) \quad \text{for all } t \in (0,T_{\text{max}}).
\]

(6.2.5)

Therefore a combination of (6.2.5) with (6.2.4) yields from the Sobolev embedding theorem that there exists \( C_2 > 0 \) such that

\[
\|\nabla w(\cdot, t)\|_{L^{\frac{np}{n-r}}(\Omega)} \leq C_2 \quad \text{for all } t \in (0,T_{\text{max}})
\]

since \( p < n \). We next establish the \( L^1 \)-estimate for \( u \). Since \( p > \frac{n}{2} \), we can take \( r \in (n,q) \) such that

\[
p > \frac{nr}{n+r}.
\]

We take \( \vartheta > 1 \) satisfying

\[
\frac{1}{\vartheta} < \min \left\{ 1 - \frac{r(n-p)}{np}, \frac{q-r}{q} \right\}.
\]

Then \( \vartheta' := \frac{\vartheta}{\vartheta-1} \) satisfies

\[
r\vartheta' < \frac{np}{n-p}.
\]

Now for all \( T \in (0,T_{\text{max}}) \) we note that

\[
A(T) := \sup_{t \in (0,T)} \|u(\cdot, t)\|_{L^\infty(\Omega)}
\]

is finite. To obtain the estimate for \( A(T) \) we put \( t_0 := (t-1)_+ \) and represent \( u \) according to

\[
u(\cdot, t) = e^{(t-t_0)d_1 \Delta}u(t_0) - \chi_1 \int_{t_0}^t e^{(t-s)d_1 \Delta} \cdot (u(\cdot, s)\nabla w(\cdot, s)) \, ds
\]

\[+ \mu_1 \int_{t_0}^t e^{(t-s)d_1 \Delta}u(\cdot, s)(1-u(\cdot, s) - a_1 v(\cdot, s)) \, ds
\]

\[=: u_1(\cdot, t) + u_2(\cdot, t) + u_3(\cdot, t)
\]

for \( t \in (0,T_{\text{max}}) \). In the case that \( t \leq 1 \), i.e., \( t_0 = 0 \), from the order preserving property of the Neumann heat semigroup we see that

\[
\|u_1(\cdot, t)\|_{L^\infty(\Omega)} \leq \|u_0\|_{L^\infty(\Omega)} \quad \text{for all } t \in (0,1] \cap (0,T).
\]

(6.2.7)
In the case that \( t > 1 \) using the \( L^p-L^q \) estimate for \( (e^r\Delta)^{-\frac{p}{2}} \) (see Lemma 2.2.2 (i)) yields that there is \( C_3 > 0 \) such that
\[
\|u_1(\cdot,t)\|_{L^\infty(\Omega)} \leq C_3 \|u(\cdot,t_0)\|_{L^p(\Omega)} \leq C_1 C_3 \quad \text{for all } t \in (1, T).
\]

(6.2.8) \( \|u_1(\cdot,t)\|_{L^\infty(\Omega)} \leq C_3 \|u(\cdot,t_0)\|_{L^p(\Omega)} \leq C_1 C_3 \quad \text{for all } t \in (1, T). \)

Next due to a known smoothing property of \( (e^r\Delta)^{-\frac{p}{2}} \) (see Lemmas [52, Lemma 3.3]), we can find \( C_4 > 0 \) such that
\[
\|u_2(\cdot,t)\|_{L^\infty(\Omega)} \leq C_4 \sup_{t \in (0,T)} \|u(\cdot,t)\|_{L^p(\Omega)} \int_0^1 \sigma^{-\frac{1}{2} - \frac{p}{n}} \, d\sigma.
\]

Noting from \( r \vartheta' < \frac{np}{n-p} \) and (6.2.4) that
\[
\|u(\cdot,t)\|_{L^r(\Omega)} \leq \|u(\cdot,t)\|_{L^p(\Omega)} \|
abla w(\cdot,t)\|_{L^p(\Omega)}
\leq C_5 \|u(\cdot,t)\|_{L^p(\Omega)} \|
abla w(\cdot,t)\|_{L^p(\Omega)}
\leq C_5 C_2 C_3 A(T)^{1 - \frac{p}{n}} \quad \text{for all } t \in (0, T)
\]
with some \( C_5 > 0 \), we establish that there exists \( C_6 > 0 \) such that

(6.2.9) \( \|u_2(\cdot,t)\|_{L^\infty(\Omega)} \leq C_6 \quad \text{for all } t \in (0, T). \)

Finally, the maximum principle together with the elementary inequality
\[
\mu_1 u(1 - u - a_1 v) \leq -\mu_1 \left( u - \frac{1 + \mu_1}{2\mu_1} \right)^2 + \frac{(1 + \mu_1)^2}{4\mu_1} \leq \frac{(1 + \mu_1)^2}{4\mu_1}
\]
implies that there exists \( C_7 > 0 \) such that

(6.2.10) \( u_3(\cdot,t) \leq C_7 \quad \text{for all } t \in (0, T). \)

Therefore a combination of (6.2.6), the nonnegativity of \( u \) with (6.2.7), (6.2.8), (6.2.9), (6.2.10) tells us that there exist \( C_8, C_9 > 0 \) such that
\[
A(T) \leq C_8 + C_9 A(T)^{1 - \frac{p}{n}},
\]
which implies from \( p < r \vartheta \) that
\[
A(T) \leq C_10 \quad \text{for all } T \in (0, T_{\max})
\]
with some \( C_{10} > 0 \). Thus we obtain the \( L^\infty \)-estimate for \( u \). Similarly, we can verify the \( L^\infty \)-estimate for \( v \). Then invoking (6.2.5), we see that there exists \( C_{11} > 0 \) such that
\[
\|w(\cdot,t)\|_{W^{1,q}(\Omega)} \leq C_{11} \quad \text{for all } t \in (0, T_{\max}),
\]
which implies (6.2.3). Moreover, known regularity arguments (see arguments and references in the proof of [24, Proposition 2.3]) enable us to find \( C_{12} > 0 \) and \( \theta \in (0, 1) \) satisfying
\[
\|u\|_{C^{\frac{\theta}{n} \frac{n}{2}(\overline{\Omega} \times [t,t+1])}} + \|v\|_{C^{\frac{\theta}{n} \frac{n}{2}(\overline{\Omega} \times [t,t+1])}} + \|w\|_{C^{\frac{\theta}{n} \frac{n}{2}(\overline{\Omega} \times [t,t+1])}} \leq C_{12} \quad \text{for all } t \geq 1,
\]
which implies the end of the proof.

\( \square \)

**Proof of Theorem 6.1.1.** Lemma 6.2.4 directly shows Theorem 6.1.1.

\( \square \)
6.3. Stabilization

In this section we will establish stabilization of solutions to (6.1.1). Here we assume that there exists a unique global classical solution \((u, v, w)\) of (6.1.1) satisfying

\[
\|u\|_{C^0, \frac{1}{2}}(\Omega \times [t, t+1]) + \|v\|_{C^0, \frac{1}{2}}(\Omega \times [t, t+1]) + \|w\|_{C^0, \frac{1}{2}}(\Omega \times [t, t+1]) \leq M \quad \text{for all } t \geq 1
\]

with some \(M > 0\). For the proof of Theorems 6.1.3 and 6.1.4 we first show an important lemma which summarizes a common argument in some cases.

**Lemma 6.3.1.** Let \(n \in C^0(\Omega \times [0, \infty))\) satisfy that there exist constants \(C^* > 0\) and \(\theta^* > 0\) such that

\[
(6.3.1) \quad \|n\|_{C^0, \frac{\theta^*}{\theta^* - 1}}(\Omega \times [t, t+1]) \leq C^* \quad \text{for all } t \geq 1.
\]

Assume that

\[
(6.3.2) \quad \int_0^\infty \int_\Omega (n(x, t) - N^*)^2 \, dx \, dt < \infty
\]

with some constant \(N^* > 0\). Then

\[
n(\cdot, t) \to N^* \quad \text{in } C^0(\Omega) \quad \text{as } t \to \infty.
\]

**Proof.** Putting

\[
n[j](x, s) := n(x, j + s) \quad \text{for } x \in \Omega, \quad s \in [0, 1],
\]

we will first show that \((n[j])_{j \in \mathbb{N}}\) is relatively compact in \(C^0(\Omega \times [0, 1])\). From (6.3.1) the inequality

\[
|n[j](x_1, t_1) - n[j](x_2, t_2)| \leq C^* \left( |x_1 - x_2|^{\frac{1}{\theta^*}} + |t_1 - t_2|^{\frac{1}{\theta^*}} \right)
\]

holds for all \(x_1, x_2 \in \Omega, \ t_1, t_2 \in [0, 1]\) and \(j \in \mathbb{N}\). Thanks to this inequality, we can confirm that for all \(\varepsilon > 0\) there exists \(\delta > 0\) such that if \((|x_1 - x_2|^2 + |t_1 - t_2|^2)^{\frac{1}{2}} < \delta\), then

\[
|n[j](x_1, t_1) - n[j](x_2, t_2)| < \varepsilon
\]

holds for all \(x_1, x_2 \in \Omega, \ t_1, t_2 \in [0, 1]\) and \(j \in \mathbb{N}\), which means from the Arzelà-Ascoli theorem that \((n[j])_{j \in \mathbb{N}}\) is relatively compact in \(C^0(\Omega \times [0, 1])\). We shall next claim that \(n[j] \to N^* \) in \(C^0(\Omega \times [0, 1])\) as \(j \to \infty\). If this does not hold, then we can find \(\varepsilon_0 > 0\) and a sequence \((j_k)_{k \in \mathbb{N}} \subset \mathbb{N}, \ j_k \to \infty\) as \(k \to \infty\), such that

\[
(6.3.3) \quad \|n[j_k] - N^*\|_{C^0(\Omega \times [0, 1])} > \varepsilon_0 \quad \text{for all } k \in \mathbb{N}.
\]

Since \((n[j])_{j \in \mathbb{N}}\) is relatively compact in \(C^0(\Omega \times [0, 1])\), we can further select a subsequence \(n[j_k]\) and a function \(n_\infty \in C^0(\Omega \times [0, 1])\) such that

\[
(6.3.4) \quad \|n[j_k] - n_\infty\|_{C^0(\Omega \times [0, 1])} \to 0 \quad \text{as } \ell \to \infty.
\]
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It follows from (6.3.2) that
\[
\int_0^1 \int_\Omega |n[j](x,s) - N^*|^2 \, dx \, ds = \int_j^{j+1} \int_\Omega |n(x,t) - N^*|^2 \, dx \, dt \to 0 \quad \text{as } j \to \infty.
\]
On the other hand, (6.3.4) yields
\[
\int_0^1 \int_\Omega |n[j_k](x,s) - n_\infty(x,s)|^2 \, dx \, ds \leq |\Omega||n[j_k] - n_\infty|^2_{C^0(\overline{\Omega} \times [0,1])} \to 0 \quad \text{as } \ell \to \infty,
\]
which implies \(n_\infty = N^*\). Therefore (6.3.4) together with \(n_\infty = N^*\) contradicts (6.3.3). Thus
\[
\sup_{s \in [0,1]} n[j](\cdot, s) - N^* \to 0 \quad \text{as } j \to \infty,
\]
which derives that
\[
n(\cdot, t) \to N^* \quad \text{in } C^0(\overline{\Omega})
\]
as \(t \to \infty\).

We next provide the following lemma which will be used to confirm that the assumption of Lemma 6.3.1 is satisfied.

**Lemma 6.3.2.** Let \(a, b, c, d, e, f \in \mathbb{R}\). Suppose that
\[
a > 0, \quad d - \frac{b^2}{4a} > 0, \quad f - \frac{c^2}{4a} - \frac{(2ae - bc)^2}{4a(4ad - b^2)} > 0.
\]
Then
\[
a x^2 + bxy + cxz + dy^2 + eyz + fz^2 \geq 0
\]
holds for all \(x, y, z \in \mathbb{R}\).

**Proof.** From straightforward calculations we obtain
\[
a x^2 + bxy + cxz + dy^2 + eyz + fz^2
\]
\[
= a \left( x + \frac{by + cz}{2a} \right)^2 + \left( d - \frac{b^2}{4a} \right) \left( y + \frac{2ae - bc}{4ad - b^2} \right)^2 + \left( f - \frac{c^2}{4a} - \frac{(2ae - bc)^2}{4a(4ad - b^2)} \right) z^2.
\]
In view of the above equation, (6.3.5) leads to (6.3.6). \(\square\)

Finally, we give the following lemma which enables us to upgrade the \(L^2\)-convergence rate to \(L^\infty\)-convergence rate.

**Lemma 6.3.3.** Let \((\overline{u}, \overline{v}, \overline{w}) \in \mathbb{R}^3\) be a solution to (6.1.1). Assume that there exists a decreasing function \(h : [0, \infty) \to \mathbb{R}\) satisfying
\[
\|u(\cdot, t) - \overline{u}\|_{L^2(\Omega)} + \|v(\cdot, t) - \overline{v}\|_{L^2(\Omega)} \leq h(t) \quad \text{for all } t > 0.
\]
Then there exists \(C > 0\) such that
\[
\|u(\cdot, t) - \overline{u}\|_{L^\infty(\Omega)} + \|v(\cdot, t) - \overline{v}\|_{L^\infty(\Omega)} + \|w(\cdot, t) - \overline{w}\|_{L^\infty(\Omega)} \leq C(h(t - 1))^{\frac{1}{n+1}}
\]
for all \(t > 1\).
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Proof. For all $p > 2$ we first obtain from the H"older inequality that
\[
\|f\|_{L^p(\Omega)} \leq \|f\|_{L^\infty(\Omega)}^{1 - \frac{2}{p}} \|f\|_{L^2(\Omega)}^{\frac{2}{p}}
\]
holds for all $f \in L^\infty(\Omega)$, which means from the boundedness of $u, v$ that
\[
\|u(\cdot, t) - \overline{u}\|_{L^p(\Omega)} + \|v(\cdot, t) - \overline{v}\|_{L^p(\Omega)} \leq C_1(p)(h(t))^{\frac{2}{p}}
\]
for all $t > 0$ with some $C_1(p) > 0$. Here (6.2.5) enables us to see that
\[
\|w(\cdot, t) - \overline{w}\|_{W^{2,2n+2}(\Omega)} \leq C_E(2n + 2)C_1(2n + 2)(h(t))^{\frac{1}{n+1}}
\]
for all $t > 0$.

Thus we have that there is $C_2 > 0$ such that
\[
\|\nabla w(\cdot, t)\|_{L^{2n+2}(\Omega)} \leq C_2(h(t))^{\frac{1}{n+1}}
\]
for all $t > 0$.

Then noting from a variation-of-constants representation that
\[
u(\cdot, t) - \overline{v} = e^{d_1 \Delta}(v(\cdot, t - 1) - \overline{v}) - \chi_1 \int_{t-1}^t e^{d_1(t-s) \Delta} \nabla \cdot (v(\cdot, s) \nabla w(\cdot, s)) \, ds
\]
\[+ \mu_1 \int_{t-1}^t e^{d_1(t-s) \Delta} (1 - u(\cdot, s) - a_1 v(\cdot, s)) \, ds
\]
and
\[
v(\cdot, t) - \overline{v} = e^{d_2 \Delta}(v(\cdot, t - 1) - \overline{v}) - \chi_1 \int_{t-1}^t e^{d_2(t-s) \Delta} \nabla \cdot (v(\cdot, s) \nabla w(\cdot, s)) \, ds
\]
\[+ \mu_2 \int_{t-1}^t e^{d_2(t-s) \Delta} (1 - a_2 u(\cdot, s) - v(\cdot, s)) \, ds,
\]
by using a similar argument as in the proof of [4, Lemma 3.6] we infer that there exists $C_3 > 0$ such that
\[
\|u(\cdot, t) - \overline{u}\|_{L^\infty(\Omega)} + \|v(\cdot, t) - \overline{v}\|_{L^\infty(\Omega)} \leq C_3(h(t-1))^{\frac{1}{n+1}}
\]
for all $t > 1$.

Finally, since $(\overline{u}, \overline{v}, \overline{w})$ satisfies
\[
\alpha \overline{u} + \beta \overline{v} - \gamma \overline{w} = 0,
\]
we can apply the maximum principle to
\[-\Delta (w - \overline{w}) + \gamma (w - \overline{w}) = \alpha (u - \overline{u}) + \beta (v - \overline{v}),
\]
and hence obtain the existence of a constant $C_4 > 0$ such that
\[
\|w(\cdot, t) - \overline{w}\|_{L^\infty(\Omega)} \leq C_4(\|u(\cdot, t) - \overline{u}\|_{L^\infty(\Omega)} + \|v(\cdot, t) - \overline{v}\|_{L^\infty(\Omega)})
\]
\[\leq C_3C_4(h(t-1))^{\frac{1}{n+1}}
\]
for all $t > 1$,

which concludes the proof of this lemma. \qed
6.3.1. Convergence. Case 1: \( a_1, a_2 \in (0, 1) \)

In this subsection we establish stabilization in the case that \( a_1, a_2 \in (0, 1) \). We first confirm that the assumption of Lemma 6.3.1 are satisfied.

Lemma 6.3.4. Assume that (6.1.8)–(6.1.10) are satisfied and let \( \delta_1 \) be a constant defined in (6.1.8)–(6.1.10). Then the function \( E_1 : (0, \infty) \to \mathbb{R} \) defined as

\[
E_1 := \int_{\Omega} \left( u - u^* - u^* \log \frac{u}{u^*} \right) + \frac{a_1 \mu_1 \delta_1}{a_2 \mu_2} \int_{\Omega} \left( v - v^* - v^* \log \frac{v}{v^*} \right)
\]

satisfies that

\[
\frac{d}{dt} E_1(t) \leq -\varepsilon \int_{\Omega} [ (u(\cdot, t) - u^*)^2 + (v(\cdot, t) - v^*)^2 + (w(\cdot, t) - w^*)^2 ]
\]

for all \( t > 0 \) with some \( \varepsilon > 0 \). Moreover, there exists \( C > 0 \) satisfying

\[
\int_0^\infty \int_{\Omega} (u - u^*)^2 + \int_0^\infty \int_{\Omega} (v - v^*)^2 + \int_0^\infty \int_{\Omega} (w - w^*)^2 \leq C.
\]

Proof. Let \( \delta_1 > 0 \) be a constant defined in (6.1.8)–(6.1.10). First we shall show that the function \( E_1 \) satisfies that (6.3.8) holds for all \( t > 0 \) with some \( \varepsilon > 0 \). From straightforward calculations we infer that

\[
\frac{d}{dt} E_1(t) = -\mu_1 \int_{\Omega} (u(\cdot, t) - u^*)^2 - (1 + \delta_1) a_1 \mu_1 \int_{\Omega} (u(\cdot, t) - u^*)(v(\cdot, t) - v^*) - \frac{a_1 \mu_1 \delta_1}{\mu_2} \int_{\Omega} (v(\cdot, t) - v^*)^2 - d_1 u^* \int_{\Omega} \frac{\nabla u(\cdot, t)}{u^2} + u^* \chi_1 \int_{\Omega} \frac{\nabla u(\cdot, t) \cdot \nabla w(\cdot, t)}{u} - \frac{2 a_1 \mu_1 \delta_1}{a_2 \mu_2} \int_{\Omega} \frac{\nabla v(\cdot, t)}{v^2} + \frac{a_1 \mu_1 v^*_2 \chi_2 \delta_1}{a_2 \mu_2} \int_{\Omega} \frac{\nabla v(\cdot, t) \cdot \nabla w(\cdot, t)}{v} \quad \text{for all } t > 0.
\]

Here in light of (6.1.8)–(6.1.10) we can take \( \delta_2 > 0 \) satisfying

\[
\frac{u^* \chi_1}{4 \delta_1} < \delta_2 < \frac{d_2 a_1 \mu_1 \gamma (4 \delta_1 - (1 + \delta_1)^2 a_1 a_2)}{(1 + \delta_1)(a_1 \alpha^2 \delta_1 + a_2 \beta^2 - (1 + \delta_1)a_1 a_2 \alpha \beta)},
\]

\[
\frac{a_1 \mu_1 v^*_2 \chi_2 \delta_1}{4 \delta_2} < \delta_2 < \frac{d_2 a_1 \mu_1 \gamma (4 \delta_1 - (1 + \delta_1)^2 a_1 a_2)}{(1 + \delta_1)(a_1 \alpha^2 \delta_1 + a_2 \beta^2 - (1 + \delta_1)a_1 a_2 \alpha \beta)}.
\]

Invoking the Young inequality, we obtain that

\[
\frac{u^* \chi_1}{4 \delta_1} \int_{\Omega} \frac{\nabla u \cdot \nabla w}{u} \leq \frac{u^* \chi_1}{4 \delta_2} \int_{\Omega} \frac{\nabla u}{u^2} + \delta_2 \int_{\Omega} |\nabla w|^2
\]

and

\[
\frac{a_1 \mu_1 v^*_2 \chi_2 \delta_1}{4 \delta_2} \int_{\Omega} \frac{\nabla v \cdot \nabla w}{v} \leq \frac{a_1 \mu_1 v^*_2 \chi^2 \delta_1}{4 \delta_2} \int_{\Omega} \frac{\nabla v}{v^2} + \delta_1 \delta_2 \int_{\Omega} |\nabla w|^2.
\]
Therefore since the definition of $\delta_2$ yields
\[
d_1 - \frac{u^*\lambda_1^2}{4\delta_2} > 0 \quad \text{and} \quad d_2 - \frac{a_1\mu_1v^*\lambda_2^2}{4a_2\mu_2\delta_2} > 0,
\]
a combination of (6.3.9) with (6.3.10) and (6.3.11) implies
\[
\frac{d}{dt}E_1(t) \leq -\mu_1 \int_\Omega (u(\cdot, t) - u^*)^2 - (1 + \delta_1)a_1\mu_1 \int_\Omega (u(\cdot, t) - u^*)(v(\cdot, t) - v^*)
\]
\[
\quad - \frac{a_1\mu_1\delta_1}{\mu_2} \int_\Omega (v(\cdot, t) - v^*)^2 + \frac{\alpha(1 + \delta_1)\delta_2}{d_3} \int_\Omega (u(\cdot, t) - u^*)(w(\cdot, t) - w^*)
\]
\[
\quad + \frac{\beta(1 + \delta_1)\delta_2}{d_3} \int_\Omega (v(\cdot, t) - v^*)(w(\cdot, t) - w^*) - \frac{\gamma(1 + \delta_1)\delta_2}{d_3} \int_\Omega (w(\cdot, t) - w^*)^2
\]
for all $t > 0$.

Noting from the third equation in (6.1.1) that
\[
\int_\Omega |\nabla w|^2 = \frac{\alpha}{d_3} \int_\Omega (u - u^*)(w - w^*) + \frac{\beta}{d_3} \int_\Omega (v - v^*)(w - w^*) - \frac{\gamma}{d_3} \int_\Omega (w - w^*)^2,
\]
we establish that
\[
\frac{d}{dt}E_1(t) \leq F_1(t) \quad \text{for all } t > 0,
\]
where
\[
F_1(t) := -\mu_1 \int_\Omega (u(\cdot, t) - u^*)^2 - (1 + \delta_1)a_1\mu_1 \int_\Omega (u(\cdot, t) - u^*)(v(\cdot, t) - v^*)
\]
\[
\quad - \frac{a_1\mu_1\delta_1}{\mu_2} \int_\Omega (v(\cdot, t) - v^*)^2 + \frac{\alpha(1 + \delta_1)\delta_2}{d_3} \int_\Omega (u(\cdot, t) - u^*)(w(\cdot, t) - w^*)
\]
\[
\quad + \frac{\beta(1 + \delta_1)\delta_2}{d_3} \int_\Omega (v(\cdot, t) - v^*)(w(\cdot, t) - w^*) - \frac{\gamma(1 + \delta_1)\delta_2}{d_3} \int_\Omega (w(\cdot, t) - w^*)^2
\]
for all $t > 0$. In order to see (6.3.8) we will show that
\[
F_1(t) \leq -\varepsilon \int_\Omega [(u(\cdot, t) - u^*)^2 + (v(\cdot, t) - v^*)^2 + (w(\cdot, t) - w^*)^2]
\]
with some $\varepsilon > 0$ by using Lemma 6.3.2. To confirm that the assumption of Lemma 6.3.2 is satisfied we put
\[
g_1(\varepsilon) := \mu_1 - \varepsilon, \quad g_2(\varepsilon) := \frac{a_1\mu_1\delta_1}{a_2} - \varepsilon - \frac{(1 + \delta_1)^2a_1^2\mu_1^2}{4(\mu_1 - \varepsilon)},
\]
\[
g_3(\varepsilon) := \frac{\gamma(1 + \delta_1)\delta_2}{d_3} - \varepsilon - \frac{\alpha^2(1 + \delta_1)^2\delta_2^2}{4d_3^2(\mu_1 - \varepsilon)}
\]
\[
\quad - \frac{(2(\mu_1 - \varepsilon)\beta(1 + \delta_1)\delta_2 - (1 + \delta_1)^2a_1\mu_1\alpha\delta_1)^2}{4d_3^2(\mu_1 - \varepsilon)(4(\mu_1 - \varepsilon)(\frac{a_1\mu_1\delta_1}{a_2} - \varepsilon) - (1 + \delta_1)^2a_1\mu_1)}
\]
for $\varepsilon > 0$, and shall see that there exists $\varepsilon_1 > 0$ such that $g_i(\varepsilon_1) > 0$ for $i = 1, 2, 3$. Here $g_i(0) = \mu_1 > 0$ obviously holds, and the condition (6.1.8) implies that
\[
g_2(0) = \frac{a_1\mu_1(4\delta_1 - (1 + \delta_1)^2a_1a_2)}{4a_2} > 0.
\]
Moreover, aided by the definition of $\delta_2$, we can obtain that
\[
g_3(0) = \frac{\gamma(1 + \delta_1)\delta_2}{d_3} - \frac{\alpha^2(1 + \delta_1)^2\delta_2^2}{4d_3^2\mu_1} - \frac{(2\mu_1\beta(1 + \delta_1)\delta_2 - (1 + \delta_1)^2a_1\mu_1\alpha\delta_1)^2}{4d_3^2\mu_1 (4\mu_1\alpha\delta_1 - (1 + \delta_1)^2a_1\mu_1)}
= (1 + \delta_1)\delta_2 \left( \frac{\gamma}{d_3} - \frac{(1 + \delta_1)(\alpha^2a_1\delta_1 + a_2\beta^2 - (1 + \delta_1)a_1a_2\alpha\beta)}{d_3^2a_1\mu_1(4\delta_1 - (1 + \delta_1)^2a_1a_2)} \right) > 0.
\]
Therefore a combination of the above inequalities and the continuity argument implies that there exists $\varepsilon_1 > 0$ such that $g_i(\varepsilon_1) > 0$ hold for $i = 1, 2, 3$. Thus Lemma 6.3.2 derives that
\[
F_1(t) \leq -\varepsilon_1 \int_{\Omega} [(u(\cdot,t) - u^*)^2 + (v(\cdot,t) - v^*)^2 + (w(\cdot,t) - w^*)^2] \quad \text{for all } t > 0,
\]
which yields that (6.3.8) holds for all $t > 0$. Then since from the Taylor formula $E_1$ is a nonnegative function for $t > 0$ (more details, see [4, Lemma 3.2]) and a continuous function for $t \geq 0$ (from the regularity of the solution), integrating (6.3.8) over $[0, \infty)$ concludes the proof of this lemma. \qed

Lemma 6.3.5. Assume that (6.1.8)--(6.1.10) are satisfied. Then
\[
\|u(\cdot,t) - u^*\|_{L^2(\Omega)} + \|v(\cdot,t) - v^*\|_{L^2(\Omega)} + \|w(\cdot,t) - w^*\|_{L^2(\Omega)} \to 0 \quad \text{as } t \to \infty.
\]
Proof. A combination of Lemmas 6.3.1 and 6.3.4 implies this lemma. \qed

Next we desire to establish convergence rates for the solution of (6.1.1). We note that in view of Lemma 6.3.3 it is sufficient to confirm the $L^2$-convergence rates for the solution.

Lemma 6.3.6. Assume that (6.1.8)--(6.1.10) are satisfied. Then there exist $C > 0$ and $\ell > 0$ such that
\[
\|u(\cdot,t) - u^*\|_{L^2(\Omega)} + \|v(\cdot,t) - v^*\|_{L^2(\Omega)} \leq Ce^{-\ell t} \quad \text{for all } t > 0.
\]
Proof. Aided by Lemma 6.3.5 and the L'Hôpital theorem, a similar argument as in the proof of [4, Lemma 3.7] derives that there exist $C_1, C_2 > 0$ and $t_0 > 0$ such that for all $t > t_0$,
\[
(6.3.12) \quad C_1 \left( \int_{\Omega} (u - u^*)^2 + \int_{\Omega} (v - v^*)^2 \right) \leq E_1 \leq C_2 \left( \int_{\Omega} (u - u^*)^2 + \int_{\Omega} (v - v^*)^2 \right),
\]
where $E_1$ is the function defined as (6.3.7). Therefore we obtain from (6.3.8) that
\[
\frac{d}{dt} E_1(t) \leq -C_3 E_1(t) \quad \text{for all } t > t_0
\]
with some $C_3 > 0$, which implies that there exists $C_4 > 0$ such that
\[
(6.3.13) \quad E_1(t) \leq C_4 e^{-C_3 t} \quad \text{for all } t > 0.
\]
Thus a combination of (6.3.12) and (6.3.13) yields that
\[
\int_{\Omega} (u - u^*)^2 + \int_{\Omega} (v - v^*)^2 \leq \frac{C_4}{C_1} e^{-C_3 t},
\]
which concludes the proof of this lemma. \qed
6.3.2. Convergence. Case 2: $a_1 \geq 1 > a_2$

In this subsection we will obtain stabilization in the case that $a_1 \geq 1 > a_2$. In this case we also have to confirm that the assumption of Lemma 6.3.1 is satisfied.

**Lemma 6.3.7.** Assume that (6.1.11)–(6.1.12) are satisfied and let $\delta_1 > 0$ and $a'_1 \in [1, a_1]$ be constants defined in (6.1.11)–(6.1.12). Then the function $E_2 : (0, \infty) \to \mathbb{R}$ defined as

$$E_2 := \int_\Omega u + \frac{a'_1 \mu_1 \delta_1}{a_2 \mu_2} \int_\Omega (v - 1 - \log v)$$

satisfies that

$$\frac{d}{dt} E_2(t) \leq -\varepsilon_1 \int_\Omega u(\cdot, t) - \varepsilon_2 \int_\Omega \left[ u(\cdot, t)^2 + (v(\cdot, t) - 1)^2 + \left( w(\cdot, t) - \frac{\beta}{\gamma} \right)^2 \right]$$

for all $t > 0$ with some $\varepsilon_1 \geq 0$ and $\varepsilon_2 > 0$. Moreover, there exists $C > 0$ satisfying

$$\int_0^\infty \int_\Omega u^2 + \int_0^\infty \int_\Omega (v - 1)^2 + \int_0^\infty \int_\Omega \left( w - \frac{\beta}{\gamma} \right)^2 \leq C.$$

**Proof.** Let $\delta_1 > 0$ and $a'_1 \in [1, a_1]$ be constants defined in (6.1.11)–(6.1.12). We first show that the function $E_2$ fulfills (6.3.15) for all $t > 0$ with $\varepsilon_1 := a'_1 - 1$ and some $\varepsilon_2 > 0$. Noting from the relation $a'_1 \leq a_1$ that

$$u(1 - u - a_1 v) \leq u(1 - u - a'_1 v)$$

$$= -\mu_1 u^2 - a'_1 \mu_1 u(v - 1) - (a'_1 - 1) \mu_1 u,$$

from straightforward calculations we derive that

$$\frac{d}{dt} E_2(t) = -\mu_1 \int_\Omega u(\cdot, t)^2 - (1 + \delta_1) a'_1 \mu_1 \int_\Omega u(\cdot, t)(v(\cdot, t) - 1)$$

$$- \frac{a'_1 \mu_1 \delta_1}{\mu_2} \int_\Omega (v(\cdot, t) - 1)^2 - (a'_1 - 1) \int_\Omega u(\cdot, t)$$

$$- \frac{d_2 a'_1 \mu_1 \delta_1}{a_2 \mu_2} \int_\Omega \frac{|\nabla v(\cdot, t)|^2}{v^2} + \frac{a'_1 \mu_1 \chi_2 \delta_1}{a_2 \mu_2} \int_\Omega \frac{|\nabla v(\cdot, t)|}{v} \cdot \nabla w(\cdot, t)$$

for all $t > 0$. Here thanks to (6.1.11)–(6.1.12), we can take $\delta_2 > 0$ such that

$$\frac{a'_1 \mu_1 \chi_2 \delta_1}{4 d_2 a_2 \mu_2} < \delta_2 < \frac{d_3 a'_1 \mu_1 \gamma (4 \delta_2 - (1 + \delta_1) a'_1 a_2)}{a'_1 \alpha^2 \delta_1 + a_2 \beta^2 - (1 + \delta_1) a'_1 a_2 \alpha \beta}.$$

Invoking the Young inequality, we obtain that

$$\frac{a'_1 \mu_1 \chi_2 \delta_1}{a_2 \mu_2} \int_\Omega \frac{|\nabla v|}{v} \cdot \nabla w \leq \frac{a'_1 \mu_1 \chi_2 \delta_1}{4 \delta_2} \int_\Omega \frac{|\nabla v|^2}{v^2} + \delta_2 \int_\Omega |\nabla w|^2.$$
Therefore since the definition of $\delta_2$ yields $d_2 - \frac{a_1' \mu_1 x^2 \delta_1}{4a_2 \mu_2 d_2} > 0$, the equation (6.3.17) implies that
\[
\frac{d}{dt} E_2(t) \leq -\varepsilon_1 \int_{\Omega} u - \mu_1 \int_{\Omega} u(\cdot,t)^2 - (1 + \delta_1)a_1' \mu_1 \int_{\Omega} u(\cdot,t)(v(\cdot,t) - 1)
- \frac{a_1' \mu_1 \delta_1}{\mu_2} \int_{\Omega} (v(\cdot,t) - 1)^2 + \delta_2 \int_{\Omega} |\nabla w(\cdot,t)|^2
\]
for all $t > 0$, where $\varepsilon_1 = a'_1 - 1$. Noting from the third equation in (6.1.1) that
\[
\int_{\Omega} |\nabla w|^2 = \frac{\alpha}{d_3} \int_{\Omega} u \left( w - \frac{\beta}{\gamma} \right) + \frac{\beta}{d_3} \int_{\Omega} (v - 1) \left( w - \frac{\beta}{\gamma} \right) - \frac{\gamma}{d_3} \int_{\Omega} \left( w - \frac{\beta}{\gamma} \right)^2,
\]
we establish that for all $t > 0$,
\[
\frac{d}{dt} E_2(t) \leq -\varepsilon_1 \int_{\Omega} u + F_2(t) \quad \text{for all } t > 0,
\]
where
\[
F_2(t) := -\mu_1 \int_{\Omega} u(\cdot,t)^2 - (1 + \delta_1)a_1' \mu_1 \int_{\Omega} u(\cdot,t)(v(\cdot,t) - 1)
- \frac{a_1' \mu_1 \delta_1}{\mu_2} \int_{\Omega} (v(\cdot,t) - 1)^2 + \frac{\alpha(1 + \delta_1)\delta_2}{d_3} \int_{\Omega} u(\cdot,t) \left( w(\cdot,t) - \frac{\beta}{\gamma} \right)
+ \frac{\beta(1 + \delta_1)\delta_2}{d_3} \int_{\Omega} (v(\cdot,t) - 1) \left( w(\cdot,t) - \frac{\beta}{\gamma} \right) - \frac{\gamma(1 + \delta_1)\delta_2}{d_3} \int_{\Omega} \left( w(\cdot,t) - \frac{\beta}{\gamma} \right)^2.
\]
Then by using the same argument as in the proof of Lemma 6.3.4 we can see that
\[
F_2(t) \leq -\varepsilon_2 \int_{\Omega} \left[ u(\cdot,t)^2 + (v(\cdot,t) - 1)^2 + \left( w(\cdot,t) - \frac{\beta}{\gamma} \right)^2 \right] \quad \text{for all } t > 0
\]
with some $\varepsilon_2 > 0$, which means that (6.3.15) with $\varepsilon_1 = a'_1 - 1 \geq 0$ and $\varepsilon_2 > 0$ and (6.3.16) hold.

Then we will establish the convergence result for the solution to (6.1.1) in the case that $a_1 \geq 1 > a_2$.

**Lemma 6.3.8.** Assume that (6.1.11)–(6.1.12) are satisfied. Then we have
\[
\|u(\cdot,t)\|_{L^\infty(\Omega)} + \|v(\cdot,t) - 1\|_{L^\infty(\Omega)} + \left\| w(\cdot,t) - \frac{\beta}{\gamma} \right\|_{L^\infty(\Omega)} \to 0 \quad \text{as } t \to \infty.
\]

**Proof.** A combination of Lemmas 6.3.1 and 6.3.7 implies this lemma. \qed

Finally, we shall show two lemmas which give asymptotic behavior in the case that $a_1 > 1 > a_2$. 
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Lemma 6.3.9. Let \( a_1 > 1 \) and \( a_2 \in (0, 1) \). Assume that (6.1.11)–(6.1.12) are satisfied with \( \delta_1 > 0 \) and \( a'_1 > 0 \). Then there exist \( C > 0 \) and \( \ell > 0 \) satisfying
\[
\|u(\cdot, t)\|_{L^2(\Omega)} + \|v(\cdot, t) - 1\|_{L^2(\Omega)} \leq Ce^{-\ell t} \quad \text{for all } t > 0.
\]

Proof. In the case that \( a_1 > 1 \) and \( a_2 \in (0, 1) \) a combination of the inequalities
\[
\lim_{s \to 0} \frac{s}{s^2 + (a'_1 - 1)s} = \frac{1}{a'_1 - 1}
\]
and
\[
\lim_{s \to 1} \frac{H_1(s) - H_1(1)}{(s - 1)^2} = \lim_{s \to 1} \frac{H''_1(s)}{2} = \frac{1}{2}
\]
with \( H_1(s) := s - \log s \), and the fact \( u \to 0, \ v \to 1 \) in \( L^\infty(\Omega) \) as \( t \to \infty \) (from Lemma 6.3.8) enables us to see that there exist \( C_1, C_2 > 0 \) and \( t_0 > 0 \) such that
\[
C_1 h_1(t) \leq E_2(t) \leq C_2 h_1(t) \quad \text{for all } t > t_0,
\]
where \( E_2 \) is the function defined as (6.3.14) and
\[
h_1(t) := \int_\Omega u(\cdot, t)^2 + \int_\Omega (v(\cdot, t) - 1)^2 + (a'_1 - 1) \int_\Omega u(\cdot, t).
\]
Thus an argument similar to that in the proof of Lemma 6.3.6 leads to the conclusion of this lemma in the case that \( a_1 > 1 \) and \( a_2 \in (0, 1) \).

Lemma 6.3.10. Let \( a_1 = 1 \) and \( a_2 \in (0, 1) \). Assume that (6.1.11)–(6.1.12) are satisfied. Then there exist \( C > 0 \) and \( \ell > 0 \) satisfying
\[
\|u(\cdot, t)\|_{L^2(\Omega)} + \|v(\cdot, t) - 1\|_{L^2(\Omega)} \leq \frac{C}{\sqrt{t} + 2} \quad \text{for all } t > 0.
\]

Proof. First we can verify from an argument similar to that in the proof of Lemma 6.3.9 that there exist \( C_4, C_5 > 0 \) and \( t_1 > 0 \) such that
\[
(6.3.18) \quad C_4 \int_\Omega (v(\cdot, t) - 1)^2 \leq \int_\Omega (v(\cdot, t) - 1 - \log v(\cdot, t)) \leq C_5 \int_\Omega (v(\cdot, t) - 1)^2
\]
for all \( t > t_1 \). Hence it follows from the Cauchy–Schwarz inequality and the boundedness of \( v \) that
\[
E_2(t) \leq \int_\Omega u(\cdot, t) + \frac{a'_1 \mu_1 \delta_1}{a_2 \mu_2} \int_\Omega (v(\cdot, t) - 1)^2
\]
\[
\leq C_6 \left( \int_\Omega u(\cdot, t)^2 \right)^{\frac{1}{2}} + C_6 \left( \int_\Omega (v(\cdot, t) - 1)^2 \right)^{\frac{1}{2}}
\]
\[
\leq \sqrt{2} C_6 \left( \int_\Omega u(\cdot, t)^2 + \int_\Omega (v(\cdot, t) - 1)^2 \right)^{\frac{1}{2}} \quad \text{for all } t > t_1,
\]
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which implies from (6.3.15) that
\[
\frac{d}{dt} E_2(t) \leq -C_7 E_2(t)^2
\]
for all \( t > t_1 \).

Therefore we can find \( C_8 > 0 \) such that \( E_2(t) \leq \frac{C_8}{t+2} \) for all \( t > t_1 \). Therefore thanks to the boundedness of \( u \) and (6.3.18), we obtain that
\[
\int_{\Omega} u(\cdot, t)^2 + \int_{\Omega} (v(\cdot, t) - 1)^2 \leq C_9 E_2(t) \leq \frac{C_8 C_9}{t + 2} \quad \text{for all } t > t_1,
\]
which proves this lemma.

**Proof of Theorems 6.1.3 and 6.1.4.** A combination of Lemmas 6.3.6, 6.3.9, 6.3.10 and 6.3.3 immediately leads to the conclusions of these theorems.

\[ \square \]
Chapter 7

Boundedness and stabilization in a two-species chemotaxis model with signal-dependent sensitivity and competitive term

7.1. Problem and results

In this chapter we consider the two-species chemotaxis system

\[
\begin{align*}
    u_t &= d_1 \Delta u - \nabla \cdot (u\chi_1(w)\nabla w) + \mu_1 u(1 - u - a_1 v), & x \in \Omega, & t > 0, \\
    v_t &= d_2 \Delta v - \nabla \cdot (v\chi_2(w)\nabla w) + \mu_2 v(1 - a_2 u - v), & x \in \Omega, & t > 0, \\
    w_t &= d_3 \Delta w + h(u, v, w), & x \in \Omega, & t > 0, \\
    \nabla u \cdot \nu = \nabla v \cdot \nu = \nabla w \cdot \nu = 0, & x \in \partial \Omega, & t > 0, \\
    u(x, 0) &= u_0(x), & v(x, 0) &= v_0(x), & w(x, 0) &= w_0(x), & x \in \Omega,
\end{align*}
\]

(7.1.1)

where \( \Omega \) is a bounded domain in \( \mathbb{R}^n \) (\( n \in \mathbb{N} \)) with smooth boundary \( \partial \Omega \) and \( \nu \) is the outward normal vector to \( \partial \Omega \). The initial data \( u_0, v_0 \) and \( w_0 \) are assumed to be nonnegative functions. The unknown functions \( u(x, t) \) and \( v(x, t) \) represent the population densities of two species and \( w(x, t) \) shows the concentration of the substance at place \( x \) and time \( t \).

The problem (7.1.1) is an interesting problem on account of the influence of chemotaxis, diffusion, and the Lotka–Volterra kinetics. In mathematical view, global existence and behavior of solutions are fundamental theme. In the case \( \chi_i(w) = \chi_i \) and \( h(u, v, w) = \alpha u + \beta v - \gamma w \), Bai–Winkler [4] showed global existence of solutions to (7.1.1) when \( n = 2 \). Moreover, they considered asymptotic behavior of solutions to (7.1.1). When \( a_1, a_2 \in (0, 1) \), they proved that the solution \( (u, v, w) \) satisfies \( u(\cdot, t) \to u^* \), \( v(\cdot, t) \to v^* \), \( w(\cdot, t) \to \frac{\alpha u^* + \beta v^*}{\gamma} \) in \( L^\infty(\Omega) \) as \( t \to \infty \), where \( u^* = \frac{1-a_1}{1-a_1a_2} \), \( v^* = \frac{1-a_2}{1-a_1a_2} \), under the conditions

\[
\begin{align*}
    \mu_1 > \frac{d_2 \chi_1^2 u^*}{4\alpha_1\chi_1^2(1-a_1a_2)d_1d_2d_3 - d_1\chi_1^2 v^*}, \\
    \mu_2 > \frac{\chi_2^2 v^*(a_1\alpha^2 + a_2\beta^2 - 2a_1a_2\alpha\beta)}{16d_2d_3\gamma(1-a_1a_2)}.
\end{align*}
\]

(7.1.2)
These conditions are not natural because they are not symmetric. When \(a_1 \geq 1 \geq a_2 > 0\), they obtained that \(u(\cdot, t) \to 0\), \(v(\cdot, t) \to 1\), \(w(\cdot, t) \to \frac{1}{q}\) in \(L^\infty(\Omega)\) as \(t \to \infty\) under the condition that there exists \(a_1' \in [1, a_1]\) such that \(a_1'a_2 < 1\) and

\[
\mu_2 > \frac{\chi_2^2(a_1'\alpha^2 + a_2\beta^2 - 2a_1'a_2\alpha\beta)}{16d_2d_3a_2\gamma(1 - a_1'a_2)}.
\]

In the non-competitive case \((a_1 = a_2 = 0)\), global existence and asymptotic stability were established under some conditions for \(\chi_i(w)\) (Chapter 3). In the case that \(d_1 = d_2 = d_3 = 1\) and \(h(u, v, w) = u + v - w\), Zhang–Li [213] proved global existence of solutions to (7.1.1) under the assumption that \(\mu_i > 0\) is small and \(\chi_i(w) \leq \frac{K_i}{(1 + a_i(w))^{\gamma_i}}\) for \(\sigma_i > 1\) and \(K_i > 0\) being small enough.

The purpose of the present chapter is to improve the methods in [4] and Chapter 3 for obtaining global existence and asymptotic stability of solutions to (7.1.1) under a more general and sharp condition for the sensitivity function \(\chi_i(w)\). We shall suppose throughout this chapter that \(h, \chi_i (i = 1, 2)\) satisfy the following conditions:

\[
\begin{align*}
(7.1.4) & \quad \chi_i \in C^{1+\theta}([0, \infty)) \cap L^1(0, \infty) \ (0 < \exists \theta < 1), \quad \chi_i > 0 \quad (i = 1, 2), \\
(7.1.5) & \quad h \in C^1([0, \infty) \times [0, \infty) \times [0, \infty)), \quad h(0, 0, 0) \geq 0, \\
(7.1.6) & \quad \exists \gamma > 0; \quad \frac{\partial h}{\partial u}(u, v, w) \geq 0, \quad \frac{\partial h}{\partial v}(u, v, w) \geq 0, \quad \frac{\partial h}{\partial w}(u, v, w) \leq -\gamma, \\
(7.1.7) & \quad \exists \delta > 0, \quad \exists M > 0; \quad |h(u, v, w) + \delta w| \leq M(u + v + 1), \\
(7.1.8) & \quad \exists k_i > 0; \quad -\chi_i(w)h(0, 0, 0) \leq k_i \quad (i = 1, 2).
\end{align*}
\]

We also assume that there exists \(p > n\) such that

\[
2d_i d_3 \chi_i'(w) + \left((d_3 - d_i)p + \sqrt{(d_3 - d_i)^2p^2 + 4d_3 d i p}\right)[\chi_i(w)]^2 \leq 0 \quad (i = 1, 2).
\]

The above conditions cover the prototypical example \(\chi_i(w) = \frac{K_i}{(1 + a_i(w))^{\gamma_i}}\ (K_i > 0, \sigma_i > 1), h(u, v, w) = u + v - w\). We assume that the initial data \(u_0, v_0, w_0\) satisfy

\[
(7.1.10) \quad 0 \leq u_0 \in C(\overline{\Omega}) \setminus \{0\}, \quad 0 \leq v_0 \in C(\overline{\Omega}) \setminus \{0\}, \quad 0 \leq w_0 \in W^{1, q}(\Omega) \quad (\exists q > n).
\]

Now the main results read as follows. The first one is concerned with global existence and boundedness in (7.1.1).

**Theorem 7.1.1.** Let \(d_1, d_2, d_3 > 0, \mu_1, \mu_2 > 0, a_1, a_2 \geq 0\). Assume that \(h, \chi_1, \chi_2\) satisfy (7.1.4)–(7.1.9). Then for any \(u_0, v_0, w_0\) satisfying (7.1.10) for some \(q > n\), there exists an exactly one pair \((u, v, w)\) of nonnegative functions

\[
u, \quad w \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)),
\]

which satisfy (7.1.1). Moreover, the solutions \(u, v, w\) are uniformly bounded, i.e., there exists a constant \(C_1 > 0\) such that

\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{L^\infty(\Omega)} + \|w(\cdot, t)\|_{W^{1, \infty}(\Omega)} \leq C_1
\]
for all \( t \geq 0 \), and the solutions \( u, v, w \) are the Hölder continuous functions, i.e., there exist \( \alpha \in (0, 1) \) and \( C_2 > 0 \) such that

\[
\|u\|_{C^{2+\alpha,1+\frac{1}{2}}(\Omega \times [1,t])} + \|v\|_{C^{2+\alpha,1+\frac{1}{2}}(\Omega \times [1,t])} + \|w\|_{C^{2+\alpha,1+\frac{1}{2}}(\Omega \times [1,t])} \leq C_2
\]

for all \( t \geq 1 \).

**Remark 7.1.1.** Theorem 7.1.1 improves the result in [213] when \( \chi_i(w) = \frac{K_i}{(1+w)^p} \). Indeed, we do not need any condition for \( \mu_i \). Moreover, the condition in [213] is \( K_i \leq \frac{r}{r+1} \frac{a}{\sqrt{2p(1-w)^p}} \) with some \( r > 0 \), while the condition (7.1.9) becomes \( K_i \leq \frac{a}{\sqrt{B}} \) when \( \chi_i(w) = \frac{K_i}{(1+w)^p} \).

Since Theorem 7.1.1 guarantees that \( u, v \) and \( w \) exist globally and are bounded and nonnegative, it is possible to define nonnegative numbers \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) by

\[
\begin{align*}
\alpha_1 &:= \min_{(u,v,w) \in I} h_u(u,v,w), & \alpha_2 &:= \max_{(u,v,w) \in I} h_u(u,v,w), \\
\beta_1 &:= \min_{(u,v,w) \in I} h_v(u,v,w), & \beta_2 &:= \max_{(u,v,w) \in I} h_v(u,v,w),
\end{align*}
\]

where \( I = (0, C_1)^3 \) and \( C_1 \) is defined in Theorem 7.1.1.

In the case \( a_1, a_2 \in (0,1) \) asymptotic behavior of solutions to (7.1.1) will be discussed under the following additional conditions: there exists \( \delta_1 > 0 \) such that

\[
4\delta_1 - a_1 a_2 (1 + \delta_1)^2 > 0
\]

and

\[
\begin{align*}
\mu_1 &> \frac{\chi_1(0)^2 u^*(1 + \delta_1)(\alpha_2^2 a_1 \delta_1 + \beta_2^2 a_2 - \alpha_1 \beta_1 a_1 a_2 (1 + \delta_1))}{4a_1 d_1 d_3 \gamma (4\delta_1 - a_1 a_2 (1 + \delta_1)^2)}, \\
\mu_2 &> \frac{\chi_2(0)^2 v^*(1 + \delta_1)(\alpha_2^2 a_1 \delta_1 + \beta_2^2 a_2 - \alpha_1 \beta_1 a_1 a_2 (1 + \delta_1))}{4a_2 d_2 d_3 \gamma (4\delta_1 - a_1 a_2 (1 + \delta_1)^2)}.
\end{align*}
\]

The second theorem gives asymptotic behavior in (7.1.1) in the case \( a_1, a_2 \in (0,1) \).

**Theorem 7.1.2.** Let \( d_1, d_2, d_3 > 0, \mu_1, \mu_2 > 0 \) and \( a_1, a_2 \in (0,1) \). Under the conditions (7.1.4)–(7.1.10) and (7.1.12)–(7.1.14), the unique global solution \((u, v, w)\) of (7.1.1) satisfies that there exist \( C > 0 \) and \( \lambda > 0 \) such that

\[
\|u(\cdot, t) - u^*\|_{L^\infty(\Omega)} + \|v(\cdot, t) - v^*\|_{L^\infty(\Omega)} + \|w(\cdot, t) - w^*\|_{L^\infty(\Omega)} \leq C e^{-\lambda t} \quad (t > 0),
\]

where

\[
\begin{align*}
u^* &:= \frac{1 - a_1}{1 - a_1 a_2}, & v^* &:= \frac{1 - a_2}{1 - a_1 a_2}
\end{align*}
\]

and \( w^* \geq 0 \) such that

\[
h(u^*, v^*, w^*) = 0.
\]
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Remark 7.1.2. The methods in the proof of Theorem 7.1.2 (and Theorem 7.1.4, see below) can be applied to the case \( \chi_i(w) = \chi_i \) and \( h(u, v, w) = \alpha u + \beta v - \gamma w \). Then the conditions (7.1.12)–(7.1.14) have symmetry and relax the condition (7.1.2) assumed in [4]. Indeed, the conditions (7.1.2) are stronger than (7.1.12)–(7.1.14) when \( \delta_1 = 1 \). Moreover, in view of considering the function

\[
f(x) = \frac{a_1(\alpha^2 - \alpha \beta a_2)x^2 + (\beta^2 a_2 - \alpha^2 a_1)x}{-a_1 a_2 x^2 + 4x - 4}
\]

(we put \( x = 1 + \delta_1 \), \( x = 2 (\delta_1 = 1) \) is not a minimizer of the right-hand sides of (7.1.13) and (7.1.14) except the case \( \beta_2 a_2 = \alpha^2 a_1 \). Thus the conditions (7.1.12)–(7.1.14) relax (7.1.2).

This remark implies the following result which improves the previous work in [4].

Theorem 7.1.3. Let \( d_1, d_2, d_3 > 0 \), \( \mu_1, \mu_2 > 0 \) and \( a_1, a_2 \in (0, 1) \). Assume that there exists a unique global solution \((u, v, w)\) of (7.1.1) satisfying that there exists \( C > 0 \) such that

\[
\|u\|_{C^{2+\alpha,1+\frac{\gamma}{2}}(\Omega \times [1,t])} + \|v\|_{C^{2+\alpha,1+\frac{\gamma}{2}}(\Omega \times [1,t])} + \|w\|_{C^{2+\alpha,1+\frac{\gamma}{2}}(\Omega \times [1,t])} \leq C
\]

for all \( t \geq 1 \) and \( \chi_1, \chi_2 \) satisfies that there exist the positive constants \( M_1, M_2 > 0 \) and \( \delta_1 > 0 \) such that

\[
\chi_i(w) \leq M_i \quad \text{for all } w \geq 0 \quad (i = 1, 2),
\]

\[
4\delta_1 - a_1 a_2 (1 + \delta_1)^2 > 0,
\]

and

\[
\mu_i > \frac{M_i^2(1 + \delta_1)(1 - a_i)(\alpha_2^2 a_1 \delta_1 + \beta_2^2 a_2 - \alpha_1 \beta_1 a_1 a_2 (1 + \delta_1))}{4a_1 d_1 d_2 d_3 \gamma(1 - a_1 a_2)(4 \delta_1 - a_1 a_2 (1 + \delta_1)^2)} \quad (i = 1, 2).
\]

Then the same conclusion as in Theorem 7.1.2 holds.

In the case \( a_1 \geq 1 > a_2 > 0 \) asymptotic behavior of solutions to (7.1.1) will be discussed under the following additional conditions: there exist \( \delta_1 > 0 \) and \( a'_1 \in [1, a_1] \) such that

\[
(7.1.15) \quad 4\delta_1 - a'_1 a_2 (1 + \delta_1)^2 > 0,
\]

\[
(7.1.16) \quad \mu_2 > \frac{\chi_2(0)^2 \delta_1 (\alpha_2^2 a_1 \delta_1 + \beta_2^2 a_2 - \alpha_1 \beta_1 a'_1 a_2 (1 + \delta_1))}{4a_2 d_2 d_3 \gamma(4 \delta_1 - a'_1 a_2 (1 + \delta_1)^2)}.
\]

The third one is concerned with asymptotic behavior of solutions to (7.1.1) in the case that \( a_1 \geq 1 > a_2 > 0 \).

Theorem 7.1.4. Let \( d_1, d_2, d_3 > 0 \), \( \mu_1, \mu_2 > 0 \) and \( a_1 \geq 1, a_2 \in (0, 1) \). Under the conditions (7.1.4)–(7.1.9) and (7.1.15)–(7.1.16), the unique global solution \((u, v, w)\) of (7.1.1) has the following properties:
(i) Let \( a_1 > 1 \) and take \( a'_1 \in (1, a_1] \) in (7.1.15)–(7.1.16). Then there exist \( C > 0 \) and \( \lambda > 0 \) satisfying
\[
\|u(\cdot, t)\|_{L_\infty(\Omega)} + \|v(\cdot, t) - 1\|_{L_\infty(\Omega)} + \|w(\cdot, t) - \bar{w}\|_{L_\infty(\Omega)} \leq Ce^{-\lambda t}
\]
for all \( t > 0 \), where \( \bar{w} \geq 0 \) is such that \( h(0, 1, \bar{w}) = 0 \).

(ii) Let \( a_1 = 1 \). Then there exist \( C > 0 \) and \( \lambda > 0 \) satisfying
\[
\|u(\cdot, t)\|_{L_\infty(\Omega)} + \|v(\cdot, t) - 1\|_{L_\infty(\Omega)} + \|w(\cdot, t) - \bar{w}\|_{L_\infty(\Omega)} \leq C(t + 1)^{-\lambda}
\]
for all \( t > 0 \), where \( \bar{w} \geq 0 \) is such that \( h(0, 1, \bar{w}) = 0 \).

**Remark 7.1.3.** \( \delta_1 = 1 \) and \( a'_1 = \frac{1 + \min(a_1, a_2^{-1})}{2} \) satisfy (7.1.15). Thus there exist some \( \delta_1, a'_1, \mu_2 \) satisfying (7.1.15)–(7.1.16). Moreover, from the same argument as in Remark 7.1.2 the conditions (7.1.15)–(7.1.16) relax (7.1.3).

From this remark we can also established the following result which improves the previous work in [4].

**Theorem 7.1.5.** Let \( d_1, d_2, d_3 > 0 \), \( \mu_1, \mu_2 > 0 \) and \( a_1 \geq 1, a_2 \in (0, 1) \). Assume that there exists a unique global solution \((u, v, w)\) of (7.1.1) satisfying that there exists \( C > 0 \) such that
\[
\|u\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}(\bar{\Omega} \times [1, t])} + \|v\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}(\bar{\Omega} \times [1, t])} + \|w\|_{C^{2+\alpha, 1+\frac{\alpha}{2}}(\bar{\Omega} \times [1, t])} \leq C
\]
for all \( t \geq 1 \) and \( \chi_1, \chi_2 \) satisfies that there exist the positive constants \( M_1, M_2 > 0 \), \( a'_1 \in [1, a_1] \) and \( \delta_1 > 0 \) such that
\[
\chi_i(w) \leq M_i \quad \text{for all } w \geq 0 \quad (i = 1, 2),
\]
\[
4\delta_1 - a'_1 a_2 (1 + \delta_1)^2 > 0,
\]
and
\[
\mu_2 > \frac{M_2^2 \delta_1 (a_2^2 a'_1 \delta_1 + \beta_2 a_2 - \alpha_1 a'_1 a_2 (1 + \delta_1))}{4a_2 d_2 d_3 \gamma (4\delta_1 - a'_1 a_2 (1 + \delta_1)^2)}.
\]
Then the same conclusion as in Theorem 7.1.4 holds.

**Remark 7.1.4.** In Theorems 7.1.2 and 7.1.4 we can find \( w^* \geq 0 \) satisfying \( h(u^*, v^*, w^*) = 0 \) and \( \bar{w} \geq 0 \) satisfying \( h(0, 1, \bar{w}) = 0 \). Indeed, from (7.1.5)–(7.1.7) for every \( a, b \geq 0 \) there exists \( \bar{w} \) such that \( h(a, b, \bar{w}) = 0 \). Indeed, if we choose \( w_1 \geq \frac{M(a + b + 1)}{\delta} \), then (7.1.7) yields \( h(a, b, w_1) \leq M(a + b + 1) - \delta w_1 \leq 0 \). On the other hand, (7.1.5) and (7.1.6) imply that \( h(a, b, 0) \geq h(0, 0, 0) \geq 0 \). Hence, by the intermediate value theorem there exists \( \bar{w} \geq 0 \) such that \( h(a, b, \bar{w}) = 0 \).

The strategy for the proof of Theorem 7.1.1 is to construct estimates for \( \int_\Omega u^p \) and \( \int_\Omega v^p \) by modifying a method in Chapter 3. One of the keys for this strategy is to derive inequality
\[
\frac{d}{dt} \int_\Omega u^p[f_1(w)]^{-r} \leq a \int_\Omega u^p[f_1(w)]^{-r} - b \left( \int_\Omega u^p[f_1(w)]^{-r} \right)^{\frac{p+1}{p}}.
\]
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for some positive constants $a, b$, where $f_1(w) := \exp\left\{ \frac{1}{d_1} \int_0^w \chi_1(s) \, ds \right\}$. Applying the new method in Chapter 3 for obtaining the above inequality, we can improve the result in [213]. On the other hand, the strategy for the proof of Theorems 7.1.2 and 7.1.4 is to modify an argument in [4]. The key for this strategy is to construct the following energy estimate:

$$\frac{d}{dt} E(t) \leq -\varepsilon \left( \int_{\Omega} (u - \overline{u})^2 + \int_{\Omega} (v - \overline{v})^2 + \int_{\Omega} (w - \overline{w})^2 + \int_{\Omega} |\nabla w|^2 \right)$$

with some function $E(t) \geq 0$ and some $\varepsilon > 0$, where $(\overline{u}, \overline{v}, \overline{w}) \in \mathbb{R}^3$ is a solution of (7.1.1). For finding the above inequality we apply more “suitable” estimates for

$$\int_{\Omega} \frac{\chi_1(w)}{u} \nabla u \cdot \nabla w \quad \text{and} \quad \int_{\Omega} \frac{\chi_2(w)}{v} \nabla v \cdot \nabla w.$$

These enable us to improve the conditions (7.1.2) and (7.1.3).

This chapter is organized as follows. In Section 7.2 we prove global existence and boundedness (Theorem 7.1.1). Sections 7.3 and 7.4 are devoted to the proof of asymptotic stability (Theorems 7.1.2, 7.1.4).

**7.2. Global existence and boundedness**

In this section we shall show global existence and boundedness in (7.1.1). Firstly we will recall the well-known result about local existence of solutions to (7.1.1).

**Lemma 7.2.1.** Let $d_1, d_2, d_3 > 0$, $\mu_1, \mu_2 \geq 0$ and $a_1, a_2 \geq 0$. Assume that $h, \chi_1, \chi_2$ satisfy (7.1.4), (7.1.5), (7.1.7). Then for any $u_0, v_0, w_0$ satisfying (7.1.10) for some $q > n$, there exist $T_{\text{max}} \in (0, \infty]$ and an exactly one pair $(u, v, w)$ of nonnegative functions

$$u, v, w \in C(\overline{\Omega} \times [0, T_{\text{max}}]) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\text{max}}))$$

which satisfy (7.1.1). Moreover,

either $T_{\text{max}} = \infty$ or $\lim_{t \to T_{\text{max}}} (\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{L^\infty(\Omega)} + \|w(\cdot, t)\|_{L^\infty(\Omega)}) = \infty$.

**Proof.** The proof of local existence of classical solutions to (7.1.1) is based on a standard contraction mapping argument, which can be found in [193, 195]. Finally the maximum principle is applied to yield $u > 0, v > 0, w \geq 0$ in $\Omega \times (0, T_{\text{max}})$.

Let $(u, v, w)$ be the solution of (7.1.1) on $[0, T_{\text{max}})$ as in Lemma 7.2.1. We introduce the functions $f_1 = f_1(w)$ and $f_2 = f_2(w)$ by

$$f_i(w) := \exp \left\{ \frac{1}{d_i} \int_0^w \chi_i(s) \, ds \right\} \quad \text{for } i = 1, 2$$

to prove the following lemma.
Lemma 7.2.2. Let \( d_1, d_2, d_3 > 0, \mu_1, \mu_2 > 0 \) and \( a_1, a_2 > 0 \). Assume that \( \chi_1, \chi_2 \) satisfy (7.1.4) and (7.1.9) with some \( p > n \). Then there exist positive constants \( r_1 = r_1(d_1, d_3, p) \) and \( r_2 = r_2(d_2, d_3, p) \) such that

\[
\frac{d}{dt} \int_{\Omega} u^p f_1^{-r_1} \leq p\mu_1 \int_{\Omega} u^p f_1^{-r_1}(1 - u) - \frac{r_1}{d_1} \int_{\Omega} u^p f_1^{-r_1} \chi_1(w) h(u, v, w)
\]

and

\[
\frac{d}{dt} \int_{\Omega} v^p f_2^{-r_2} \leq p\mu_2 \int_{\Omega} v^p f_2^{-r_2}(1 - v) - \frac{r_2}{d_2} \int_{\Omega} v^p f_2^{-r_2} \chi_2(w) h(u, v, w).
\]

Proof. We let \( p \geq 1 \) and \( r > 0 \) be fixed later. From the first and third equations in (7.1.1) we have

\[
\frac{d}{dt} \int_{\Omega} u^p f_1^{-r} = p \int_{\Omega} u^{p-1} f_1^{-r} \nabla \cdot (d_1 \nabla u - u \chi_1(w) \nabla w) + p\mu_1 \int_{\Omega} u^p f_1^{-r}(1 - u - a_1 v)
\]

\[
- \frac{d_3 r}{d_1} \int_{\Omega} u^p f_1^{-r} \chi_1(w) \Delta w - \frac{r}{d_1} \int_{\Omega} u^p f_1^{-r} \chi_1(w) h(u, v, w).
\]

Denoting by \( I_1 \) and \( I_2 \) the first and third terms on the right-hand side as

\[
I_1 := p \int_{\Omega} u^{p-1} f_1^{-r} \nabla \cdot (d_1 \nabla u - u \chi_1(w) \nabla w),
\]

\[
I_2 := - \frac{d_3 r}{d_1} \int_{\Omega} u^p f_1^{-r} \chi_1(w) \Delta w,
\]

we can write as

\[
\frac{d}{dt} \int_{\Omega} u^p f_1^{-r} = I_1 + I_2 + p\mu_1 \int_{\Omega} u^p f_1^{-r}(1 - u - a_1 v)
\]

\[
- \frac{r}{d_1} \int_{\Omega} u^p f_1^{-r} \chi_1(w) h(u, v, w).
\]

We shall show the following inequality:

\[
\exists p > n, \exists r > 0; I_1 + I_2 \leq 0.
\]

Noting that

\[
d_1 f_1 \nabla \left( \frac{u}{f_1} \right) = d_1 \nabla u - u \chi_1(w) \nabla w,
\]

we obtain

\[
I_1 = d_1 p \int_{\Omega} u^{p-1} f_1^{-r} \nabla \cdot \left( f_1 \nabla \left( \frac{u}{f_1} \right) \right)
\]

\[
= d_1 p \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-1} f_1^{-r+p-1} \nabla \cdot \left( f_1 \nabla \left( \frac{u}{f_1} \right) \right)
\]

\[
= -d_1 p(p - 1) \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-2} f_1^{-r+p} \left| \nabla \left( \frac{u}{f_1} \right) \right|^2
\]

\[
- p(-r + p - 1) \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-1} f_1^{-r+p} \chi_1(w) \nabla \left( \frac{u}{f_1} \right) \cdot \nabla w.
\]
Similarly, we see that
\[ I_2 = -\frac{d_3 r}{d_1} \int_{\Omega} \left( \frac{u}{f_1} \right)^p f_1^{-r+p} \chi_1(w) \Delta w \]
\[ = \frac{d_3 r}{d_1} \int_{\Omega} \left( \frac{u}{f_1} \right)^{p-1} f_1^{-r+p} \chi_1(w) \nabla \left( \frac{u}{f_1} \right) \cdot \nabla w \]
\[ + \frac{d_3 r}{d_1} \int_{\Omega} \left( \frac{u}{f_1} \right)^p f_1^{-r+p} \left( \frac{p - r}{d_1} \chi_1(w)^2 + \chi_1'(w) \right) |\nabla w|^2. \]

Therefore it follows that
\[ I_1 + I_2 \]
\[ = -d_1 p(p - 1) \int_{\Omega} \frac{\left( \frac{u}{f_1} \right)^p f_1^{-r+p} }{f_1} \left. \nabla \left( \frac{u}{f_1} \right) \right|^2 \]
\[ - \left( \frac{p(p - 1) - (1 + \frac{d_3}{d_1}) p r}{f_1} \right) \int_{\Omega} \frac{\left( \frac{u}{f_1} \right)^{p-1} f_1^{-r+p} \chi_1(w) }{f_1} \nabla \left( \frac{u}{f_1} \right) \cdot \nabla w \]
\[ + \int_{\Omega} \frac{\left( \frac{u}{f_1} \right)^p f_1^{-r+p} }{f_1} \left( \frac{d_3 r(-r + p)}{d_1^2} \chi_1(w)^2 + \frac{d_3 r}{d_1} \chi_1'(w) \right) |\nabla w|^2 \]
\[ = -d_1 p(p - 1) \int_{\Omega} \frac{\left( \frac{u}{f_1} \right)^p f_1^{-r+p} }{f_1} \left. \nabla \left( \frac{u}{f_1} \right) + \frac{p(p - 1) - (1 + \frac{d_3}{d_1}) p r}{2d_1 p(p - 1) f_1} \chi_1(w) \frac{u}{f_1} \nabla w \right|^2 \]
\[ + \int_{\Omega} \frac{\left( \frac{u}{f_1} \right)^p f_1^{-r+p} }{f_1} \left[ \frac{a_1 r^2 + 2a_2 r + a_3}{4d_1(p - 1)} \right] |\nabla w|^2, \]

where \( a_1, a_2, a_3 \) are given by
\[ a_1 := \left( \frac{d_3}{d_1} - 1 \right)^2 + \frac{4d_3}{d_1} |\chi_1(w)|^2, \]
\[ a_2 := (p - 1) \left( \frac{d_3}{d_1} - 1 \right) |\chi_1(w)|^2 + 2d_3 \chi_1'(w), \]
\[ a_3 := p(p - 1)^2 |\chi_1(w)|^2. \]

Then there exists \( p > n \) such that the discriminant of \( a_1 r^2 + 2a_2 r + a_3 \)
\[ D := 4(p - 1)^2 \left[ p \chi_1^2 \left( \frac{d_3}{d_1} - 1 \right) + 2d_3 \chi_1' \right]^2 - p \chi_1^4 \left( p \left( \frac{d_3}{d_1} - 1 \right)^2 + \frac{4d_3}{d_1} \right) \]
is nonnegative in view of (7.1.9). Therefore we have that there exists \( r > 0 \) such that \( a_1 r^2 + 2a_2 r + a_3 \leq 0 \) and hence
\[ I_1 + I_2 \leq 0. \]

On the other hand, we can see from the positivity of \( u \) and \( v \) that
\[ \mu_1 u(1 - u - a_1 v) \leq \mu_1 u(1 - u). \]
Hence (7.2.3) implies
\[
\frac{d}{dt} \int_{\Omega} u^p f_1^{-r} \leq p \mu_1 \int_{\Omega} u^p f_1^{-r}(1 - u) - \frac{r}{d_1} \int_{\Omega} u^p f_1^{-r} \chi_i h(u, v, w).
\]
This means that (7.2.1) holds. In the same way, we obtain (7.2.2).

**Lemma 7.2.3.** Let \( d_1, d_2, d_3 > 0, \mu_1, \mu_2 > 0 \) and \( a_1, a_2 > 0 \). Assume that \( h, \chi_i \) satisfy (7.1.4)–(7.1.6), (7.1.8), and (7.1.9) with some positive constants \( k_i \) \((i = 1, 2)\) and \( p > n \), then

\[
\|u(\cdot, t)\|_{L^p(\Omega)} \leq \left( e^{\|x_1\|_{L^1(0, \infty)}} \right)^{\frac{\eta}{2p}} \max \left\{ \|u_0\|_{L^p(\Omega)}, \frac{d_1 \mu_1 + r_1 k_1}{d_1 \mu_1} |\Omega|^{1/p} \right\},
\]

\[
\|v(\cdot, t)\|_{L^p(\Omega)} \leq \left( e^{\|x_2\|_{L^1(0, \infty)}} \right)^{\frac{\eta}{2p}} \max \left\{ \|v_0\|_{L^p(\Omega)}, \frac{d_2 \mu_2 + r_2 k_2}{d_2 \mu_2} |\Omega|^{1/p} \right\}.
\]

**Proof.** The proof is same as that of Lemma 3.3.2.

For the proof of Theorem 7.1.1, we put \( k > 0 \) and let \( \Delta \) denote the realization of the Laplacian in \( L^s(\Omega) \) with domain \( \{z \in W^{2,s}(\Omega) \mid \nabla z \cdot \nu = 0 \text{ on } \partial \Omega\} \) for \( s \in (1, \infty) \). Then it is known that the operator \( -\Delta + k \) is sectorial and possesses closed fractional powers \((-\Delta + k)^\eta, \eta \in (0, 1)\), with dense domain \( D((-\Delta + k)^\eta) \). Moreover, there exist \( c_1, c_2 > 0 \) such that if \( m \in \{0, 1\}, p \in [1, \infty], q \in (1, \infty) \) satisfy \( m < 2\eta \) and \( m - n/p < 2\eta - n/q \), then

\[
\|z\|_{W^{m,p}(\Omega)} \leq c_1 \|(-\Delta + k)^\eta z\|_{L^n(\Omega)}
\]
for every \( z \in D((-\Delta + k)^\eta) \), and if \( p \in [1, \infty), q \geq p \), then there exists \( \lambda > 0 \) such that

\[
\|(-\Delta + k)^\eta e^{\lambda \Delta - k} z\|_{L^q(\Omega)} \leq c_2 t^{-\eta - \frac{\eta}{p}(\frac{1}{p} - \frac{1}{q})} e^{-\lambda t} \|z\|_{L^p(\Omega)} \quad (t > 0)
\]
for all \( z \in L^p(\Omega) \) (see Lemma 2.2.1).

**Proof of Theorem 7.1.1.** We let \( \tau \in (0, T_{\max}) \). In view of Lemma 7.2.1 it is sufficient to make sure that

\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{L^\infty(\Omega)} + \|w(\cdot, t)\|_{L^\infty(\Omega)} \leq C(\tau), \quad t \in (\tau, T_{\max})
\]
holds with some \( C(\tau) > 0 \). We let \( \rho \in \left( \frac{p + n}{2p}, 1 \right) \). This means \( 1 < 2\rho - \frac{n}{p} \). Writing as

\[
w_t = d_3(\Delta - \delta/d_3)w + h(u, v, w) + \delta w,
\]
and applying the variation of constants formula for \( w \), we have

\[
w(\cdot, t) = e^{d_3(t-\delta/d_3)}w_0 + \int_0^t e^{d_3(t-s)\Delta - \delta/d_3}(h(u(\cdot, s), v(\cdot, s), w(\cdot, s)) + \delta w(\cdot, s)) ds.
\]
From (7.2.5), (7.2.6) and (7.1.7) we obtain that for all \( t \in (\tau, T_{\max}) \),

\[
\|w(\cdot, t)\|_{W^{1,\infty}(\Omega)} \leq c_1 \|(-\Delta + \delta/d_3)^{\rho} w(\cdot, t)\|_{L^p(\Omega)}
\leq c_1 c_2 t^{-\rho} e^{-\lambda t} \|w_0\|_{L^p(\Omega)}
+ c_1 c_2 \int_0^t (t - s)^{-\rho} e^{-\lambda(t-s)} \|h(u(\cdot, s), v(\cdot, s), w(\cdot, s)) + \delta w(\cdot, s)\|_{L^p(\Omega)} \, ds
\leq c_1 c_2 \tau^{-\rho} e^{-\lambda \tau} \|w_0\|_{L^p(\Omega)}
+ c_1 c_2 c_3 \int_0^\tau (t - s)^{-\rho} e^{-\lambda(t-s)} \, ds,
\]

where \( c_3 := \sup_{0 \leq s < T_{\max}} \{ M(\|u(\cdot, s)\|_{L^p(\Omega)} + \|v(\cdot, s)\|_{L^p(\Omega)} + 1) \} \) (< \infty by Lemma 7.2.3). Noting that

\[
\int_0^t (t - s)^{-\rho} e^{-\lambda(t-s)} \, ds \leq \int_0^\infty r^{-\rho} e^{-\lambda r} \, dr < \infty,
\]

we deduce that

(7.2.7) \[ \|w(\cdot, t)\|_{W^{1,\infty}(\Omega)} \leq c_1 c_2 \left( \tau^{-\rho} e^{-\lambda \tau} + c_3 \int_0^\infty r^{-\rho} e^{-\lambda r} \, dr \right) =: C_w(\tau). \]

Since (7.1.9) implies \( \chi'_1 < 0 \), it follows from (7.2.4) and (7.2.7) that for all \( s \in (\tau/2, T_{\max}) \),

(7.2.8) \[ \|u(\cdot, s)\chi_1(w(\cdot, s)) \nabla w(\cdot, s)\|_{L^p(\Omega)} \leq \chi_1(0) \|u(\cdot, s)\|_{L^p(\Omega)} \|\nabla w(\cdot, s)\|_{L^\infty(\Omega)}
\leq \chi_1(0) \sup_{0 \leq t < T_{\max}} \|u(\cdot, t)\|_{L^p(\Omega)} C_w(\tau/2) =: c_4. \]

Employing the variation of constants formula for \( u \) yields

\[
u(\cdot, t) = e^{d_1(t-\tau/2)(\Delta-1)u(\cdot, \frac{\tau}{2})} - \int_{\tau/2}^t e^{d_1(t-s)(\Delta-1)\nabla w(\cdot, s)} \nabla \cdot (u(\cdot, s)\chi_1(w(\cdot, s)) \nabla w(\cdot, s)) \, ds
+ \int_{\tau/2}^t e^{d_1(t-s)(\Delta-1)} [(\mu_1 + d_1)u(\cdot, s) - \mu_1 u(\cdot, s)^2 - \mu_1 u(\cdot, s)v(\cdot, s)] \, ds
=: J_1 + J_2 + J_3, \quad t \in (\tau, T_{\max}). \]

Let \( \eta \in \left( \frac{n}{2p}, \frac{1}{2} \right) \) and \( \varepsilon \in (0, \frac{1}{2} - \eta) \). Then we see that \( 0 < 2\eta - \frac{n}{p} \) and \( \eta + \varepsilon + \frac{1}{2} < 1 \). By (7.2.5), (7.2.6) and Lemma 7.2.3 we observe that for all \( t \in (\tau, T_{\max}) \),

\[
\|J_1\|_{L^\infty(\Omega)} = \left\| e^{d_1(t-\tau/2)(\Delta-1)u(\cdot, \frac{\tau}{2})} \right\|_{L^\infty(\Omega)}
\leq c_1 \left\| (-\Delta + 1)^{\eta} e^{d_1(t-\tau/2)(\Delta-1)u(\cdot, \frac{\tau}{2})} \right\|_{L^p(\Omega)}
\leq c_1 c_2 \left( t - \frac{\tau}{2} \right)^{-\eta} e^{-\lambda t} \left\| u(\cdot, \frac{\tau}{2}) \right\|_{L^p(\Omega)}
\leq 2^n c_1 c_2 \tau^{-\eta} e^{-\eta \tau} \sup_{0 \leq t < T_{\max}} \|u(\cdot, t)\|_{L^p(\Omega)}. \]
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Now, in light of Lemma 2.2.1, for all \( p \in (1, \infty) \) we can find \( \lambda > 0 \) such that for every \( \varepsilon > 0 \) we can find \( c_5 > 0 \) satisfying
\[
(7.2.9) \quad \|(-\Delta + k)\eta e^{\varepsilon \Delta} \nabla \cdot \omega\|_{L^p(\Omega)} \leq c_5 t^{-\eta - \varepsilon - \frac{1}{2}} e^{-\lambda t} \|\omega\|_{L^p(\Omega)} \quad (t > 0)
\]
for all \( \mathbb{R}^n \)-valued \( \omega \in L^p(\Omega) \). Using (7.2.5), (7.2.8) and (7.2.9), we obtain
\[
\|J_2\|_{L^\infty(\Omega)} \leq \int_0^t \|e^{d_1(t-s)\Delta-1} \nabla \cdot (u(\cdot, s) \chi_1(w(\cdot, s)) \nabla w(\cdot, s))\|_{L^\infty(\Omega)} \, ds
\]
\[
\leq c_1 \int_0^t \|(-\Delta + 1)\eta e^{d_1(t-s)\Delta-1} \nabla \cdot (u(\cdot, s) \chi_1(w(\cdot, s)) \nabla w(\cdot, s))\|_{L^p(\Omega)} \, ds
\]
\[
\leq c_1 c_5 \int_0^t (t-s)^{-\eta - \varepsilon - 1/2} e^{-(\nu + d_1)(t-s)} \|u(\cdot, s) \chi_1(w(\cdot, s)) \nabla w(\cdot, s)\|_{L^p(\Omega)} \, ds
\]
\[
\leq c_1 c_4 c_5 \int_0^t r^{-(\eta + \varepsilon + 1/2)} e^{-(\nu + d_1)r} \, dr.
\]
Since the Neumann heat semigroup \((e^{t\Delta})_{t \geq 0}\) has the order preserving property, we infer
\[
J_3 \leq \int_0^t e^{d_1(t-s)\Delta-1} \left[ -\mu_1 \left( u(\cdot, s) - \frac{\mu_1 + d_1}{2\mu_1} \right)^2 + \frac{(\mu_1 + d_1)^2}{4\mu_1} \right] \, ds
\]
\[
\leq \frac{(\mu_1 + d_1)^2}{4\mu_1} \int_0^t e^{d_1(t-s)\Delta} e^{-d_1(t-s)} \, ds,
\]
and moreover, by the maximum principle we have
\[
J_3 \leq \frac{(\mu_1 + d_1)^2}{4\mu_1} \int_0^t e^{-d_1(t-s)} \, ds
\]
\[
\leq \frac{(\mu_1 + d_1)^2}{4d_1\mu_1} (1 - e^{-d_1T}).
\]
Therefore we obtain that there exists \( C_u(\tau) > 0 \) such that
\[
u(\cdot, t) \leq \|J_1\|_{L^\infty(\Omega)} + \|J_2\|_{L^\infty(\Omega)} + J_3
\]
\[
\leq C_u(\tau), \quad t \in (\tau, T_{\max}).
\]
The positivity of \( u \) yields that
\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} \leq C_u(\tau) \quad \text{for all } t \in (\tau, T_{\max}).
\]
The same argument as for \( u \) gives the \( L^\infty(\Omega) \) bound for \( v \). Finally, the Hölder continuity of the solution \((u, v, w)\) comes from standard parabolic regularity theory ([98]). This completes the proof of Theorem 7.1.1. 
\[\square\]
7.3. Asymptotic behavior. Case 1: \( a_1, a_2 \in (0, 1) \)

In this section we will establish asymptotic stability of solutions to (7.1.1) in the case \( a_1, a_2 \in (0, 1) \). For the proof of Theorem 7.1.2, we shall recall some elementary results.

**Lemma 7.3.1** (see [4, Lemma 3.1]). Suppose that \( f : (1, \infty) \to \mathbb{R} \) is a uniformly continuous nonnegative function satisfying \( \int_1^{\infty} f(t) \, dt < \infty \). Then \( f(t) \to 0 \) as \( t \to \infty \).

**Lemma 7.3.2** (see Lemma 6.3.2). Let \( a, b, c, d, e, f \in \mathbb{R} \). Suppose that

\[
\begin{align*}
a &> 0, \quad d - \frac{b^2}{4a} > 0, \quad f - \frac{c^2}{4a} - \frac{(2ae - bc)^2}{4a(4ad - b^2)} > 0.
\end{align*}
\]

Then

\[
a x^2 + bxy + cxz + dy^2 + eyz + fz^2 \geq 0
\]

holds for all \( x, y, z \in \mathbb{R} \).

Now we will prove the key estimate for the proof of Theorem 7.1.2.

**Lemma 7.3.3.** Let \( a_1, a_2 \in (0, 1) \) and \( (u, v, w) \) a solution to (7.1.1). Under the conditions (7.1.4)–(7.1.10) and (7.1.12)–(7.1.14), there exist \( \delta_1, \delta_2 > 0 \) and \( \varepsilon > 0 \) such that the nonnegative functions \( E_1 \) and \( F_1 \) defined by

\[
E_1(t) := \int_{\Omega} \left( u - u^* - u^* \log \frac{u}{u^*} \right) + \delta_1 \frac{a_1 \mu_1}{a_2 \mu_2} \int_{\Omega} \left( v - v^* - v^* \log \frac{v}{v^*} \right) + \frac{\delta_2}{2} \int_{\Omega} (w - w^*)^2
\]

and

\[
F_1(t) := \int_{\Omega} (u - u^*)^2 + \int_{\Omega} (v - v^*)^2 + \int_{\Omega} (w - w^*)^2 + \int_{\Omega} |\nabla w|^2
\]

satisfy

\[
\frac{d}{dt} E_1(t) \leq -\varepsilon F_1(t) \quad (t > 0).
\]

**Proof.** Thanks to (7.1.12)–(7.1.14) we can choose \( \delta_1 > 0 \) defined in (7.1.12)–(7.1.14) and \( \delta_2 > 0 \) satisfying

\[
\frac{\chi_1(0)^2 u^*(1 + \delta_1)}{4d_1 d_3} < \delta_1 < \frac{a_1 \mu_1 \gamma (4d_1 - a_1 a_2 (1 + \delta_1)^2)}{\alpha_2^2 a_1 \beta_1 + \beta_2^2 a_2 - \alpha_1 \beta_1 a_1 a_2 (1 + \delta_1)}
\]

and

\[
\frac{a_1 \mu_1 \chi_2(0)^2 v^*(1 + \delta_1)}{4a_2 \mu_2 d_2 d_3} < \delta_2 < \frac{a_1 \mu_1 \gamma (4d_1 - a_1 a_2 (1 + \delta_1)^2)}{\alpha_2^2 a_1 \beta_1 + \beta_2^2 a_2 - \alpha_1 \beta_1 a_1 a_2 (1 + \delta_1)}
\]
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We denote by \( A_1(t), B_1(t), C_1(t) \) the functions defined as

\[
A_1(t) := \int_\Omega (u - u^* - u^* \log \frac{u}{u^*}) , \quad B_1(t) = \int_\Omega (v - v^* - v^* \log \frac{v}{v^*}) , \\
C_1(t) := \frac{1}{2} \int_\Omega (w - w^*)^2 ,
\]

and we write as

\[
E_1(t) = A_1(t) + \delta_1 \frac{\alpha_1 \mu_1}{a_2 \mu_2} B_1(t) + \delta_2 C_1(t).
\]

The Taylor formula applied to \( H(s) = s - u^* \log s \) \((s \geq 0)\) yields \( A_1 = \int_\Omega (H(u) - H(u^*)) \) is a nonnegative function for \( t > 0 \) (more detail, see [4, Lemma 3.2]). Similarly, we have that \( B_1 \) is a positive function. By the straightforward calculations we infer

\[
\frac{d}{dt} A_1(t) = -\mu_1 \int_\Omega (u - u^*)^2 - a_1 \mu_1 \int_\Omega (u - u^*)(v - v^*) - d_1 u^* \int_\Omega \frac{|\nabla u|^2}{u^2} \\
\quad + u^* \int_\Omega \frac{\chi_1(w)}{u} \nabla u \cdot \nabla w ,
\]

\[
\frac{d}{dt} B_1(t) = -\mu_2 \int_\Omega (v - v^*)^2 - a_2 \mu_2 \int_\Omega (u - u^*)(v - v^*) - d_2 v^* \int_\Omega \frac{|\nabla v|^2}{v^2} \\
\quad + v^* \int_\Omega \frac{\chi_2(w)}{v} \nabla v \cdot \nabla w ,
\]

\[
\frac{d}{dt} C_1(t) = \int_\Omega h_u(u - u^*)(w - w^*) + \int_\Omega h_v(v - v^*)(w - w^*) + \int_\Omega h_w(w - w^*)^2 \\
\quad - d_3 \int_\Omega |\nabla w|^2
\]

with some derivatives \( h_u, h_v, \) and \( h_w \). Hence we have

\[
(7.3.4) \quad \frac{d}{dt} E_1(t) = I_3(t) + I_4(t) ,
\]

where

\[
I_3(t) := -\mu_1 \int_\Omega (u - u^*)^2 - a_1 \mu_1 \int_\Omega (u - u^*)(v - v^*) - \delta_1 \frac{\alpha_1 \mu_1}{a_2 \mu_2} \int_\Omega (v - v^*)^2 \\
\quad + \delta_2 \int_\Omega h_u(u - u^*)(w - w^*) + \delta_2 \int_\Omega h_v(v - v^*)(w - w^*) \\
\quad + \delta_2 \int_\Omega h_w(w - w^*)^2
\]

and

\[
(7.3.5) \quad I_4(t) := -d_1 u^* \int_\Omega \frac{|\nabla u|^2}{u^2} + u^* \int_\Omega \frac{\chi_1(w)}{u} \nabla u \cdot \nabla w - d_2 v^* \delta_1 \frac{a_1 \mu_1}{a_2 \mu_2} \int_\Omega \frac{|\nabla v|^2}{v^2} \\
\quad + v^* \delta_1 \frac{a_1 \mu_1}{a_2 \mu_2} \int_\Omega \frac{\chi_2(w)}{v} \nabla v \cdot \nabla w - d_3 \delta_2 \int_\Omega |\nabla w|^2.
\]
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At first, we shall show from Lemma 7.3.2 that there exists $\varepsilon_1 > 0$ such that

$$ I_3(t) \leq -\varepsilon_1 \left( \int_{\Omega} (u - u^*)^2 + \int_{\Omega} (v - v^*)^2 + \int_{\Omega} (w - w^*)^2 \right). $$

(7.3.6)

To see this, we put

$$ g_1(\varepsilon) := \mu_1 - \varepsilon, \quad g_2(\varepsilon) := \left( \frac{a_1}{a_2} \mu_1 \delta_1 - \varepsilon \right) - \frac{a_1^2 \mu_1^2 (1 + \delta_1)^2}{4(\mu_1 - \varepsilon)}, $$

$$ g_3(\varepsilon) := (-\delta_2 h_w - \varepsilon) - \frac{h_w^2}{4(\mu_1 - \varepsilon)} \delta_2^2 $$

$$ - \frac{(2h_w(\mu_1 - \varepsilon) - h_w a_1 \mu_1 (1 + \delta))^2}{4(\mu_1 - \varepsilon)(4a_1 \mu_1 \delta_1 (\mu_1 - \varepsilon) - a_2^2 \mu_1^2 (1 + \delta_1)^2)} \delta_2^2. $$

Since $\mu_1 > 0$, we have $g_1(0) = \mu_1 > 0$. Due to (7.1.12), we infer

$$ g_2(0) = \frac{a_1 \mu_1}{4a_2} (4\delta_1 - a_1 a_2 (1 + \delta_1)^2) > 0. $$

In light of (7.1.6) and the definitions of $\delta_2 > 0$, $\alpha_i, \beta_i \geq 0$ (defined in (7.1.11)) we obtain

$$ g_3(0) = \delta_2 \left( -h_w - \left( \frac{h_w^2}{4\mu_1} + \frac{a_2 (2h_w - h_w a_1 (1 + \delta_1)^2)}{4a_1 \mu_1 (4\delta_1 - a_1 a_2 (1 + \delta_1)^2)} \right) \delta_2 \right) $$

$$ \geq \delta_2 \left( \gamma - \left( \frac{\alpha_2^2 a_1 \delta_1 + \beta_2^2 a_2 - \alpha_1 \beta_1 a_1 a_2 (1 + \delta_1)}{a_1 \mu_1 (4\delta_1 - a_1 a_2 (1 + \delta_1)^2)} \right) \delta_2 \right) > 0. $$

Combination of the above inequalities and the continuity argument yields that there exists $\varepsilon_1 > 0$ such that $g_i(\varepsilon_1) > 0$ hold for $i = 1, 2, 3$. Thanks to Lemma 7.3.2 with

$$ a = \mu_1 - \varepsilon_1, \quad b = a_1 \mu_1 (1 + \delta_1), \quad c = -\delta_2 h_w, $$

$$ d = \delta_1 \frac{a_1 \mu_1}{a_2} - \varepsilon_1, \quad e = -\delta_2 h_w, \quad f = -\delta_2 h_w - \varepsilon_1, $$

$$ x = u(\cdot, t) - u^*, \quad y = v(\cdot, t) - v^*, \quad z = w(\cdot, t) - w^*, $$

we obtain (7.3.6) with $\varepsilon_1 > 0$. Lastly we will find $\varepsilon_2 > 0$ satisfying

$$ I_4(t) \leq -\varepsilon_2 \int_{\Omega} |\nabla w|^2. $$

(7.3.7)

By virtue of the definition of $\delta_2 > 0$, we can find $\delta_3 \in \left( \frac{\chi_i(0)^2 a^*(1 + \delta_1)}{4d_3 \delta_2}, 1 \right)$. Noting that $\chi'_i < 0$ (from (7.1.9)) and then using the Young inequality, we have

$$ u^* \int_{\Omega} \frac{\chi_1(w u)}{u} \nabla u \cdot \nabla w \leq \frac{\chi_1(0)^2 a^2 (1 + \delta_1)}{4d_3 \delta_2 \delta_3} \int_{\Omega} |\nabla u|^2 + \frac{d_3 \delta_2 \delta_3}{1 + \delta_1} \int_{\Omega} |\nabla w|^2; $$

$$ v^* \delta_1 \frac{a_1 \mu_1}{a_2 \mu_2} \int_{\Omega} \frac{\chi_2(w v)}{v} \nabla v \cdot \nabla w \leq \frac{\chi_2(0)^2 a^2 (1 + \delta_1)}{4d_3 \delta_2 \delta_3} \left( \frac{a_1 \mu_1}{a_2 \mu_2} \right)^2 \int_{\Omega} |\nabla v|^2 + \frac{d_3 \delta_1 \delta_2}{1 + \delta_1} \int_{\Omega} |\nabla w|^2. $$
Then there exist classical solution to (7.1.1) from the positivity of $E(0)$. Lemma 7.3.5. In order to complete the proof of Theorem 7.1.2, we will prepare the following lemma.

Proof. We let $u; v; w$ be any solution of (7.1.4)–(7.1.10) and (7.3.5) we infer $u; v; w$ to be nonnegative function, and thanks to the regularity of $f$, $v$, and $w$ we let $u; v; w$ is uniformly continuous. Moreover, integrating (7.3.3) over (1, $\infty$), we infer from the positivity of $E_1$ that

$$\int_1^\infty f_1(t) \, dt \leq \frac{1}{c} E_1(t) < \infty.$$ 

Therefore we obtain from Lemma 7.3.1 that $f_1(t) \to 0$. Lemma 7.3.4. Let $a_1, a_2 \in (0, 1)$ and let $(u, v, w)$ be a solution to (7.1.1). Under the conditions (7.1.4)–(7.1.10) and (7.1.12)–(7.1.14), $(u, v, w)$ has the following asymptotic behavior:

$$\|u(\cdot, t) - u^*\|_{L^\infty(\Omega)} \to 0, \quad \|v(\cdot, t) - v^*\|_{L^\infty(\Omega)} \to 0, \quad \|w(\cdot, t) - w^*\|_{L^\infty(\Omega)} \to 0 \quad (t \to \infty).$$

Proof. We let $f_1(t) := \int_\Omega (u - u^*)^2 + \int_\Omega (v - v^*)^2 + \int_\Omega (w - w^*)^2 \geq 0$. We have $f_1$ is a nonnegative function, and thanks to the regularity of $u, v, w$ (see Theorem 7.1.1) we can see that $f_1$ is uniformly continuous. Moreover, integrating (7.3.3) over (1, $\infty$), we infer from the positivity of $E_1$ that

$$\int_1^\infty f_1(t) \, dt \leq \frac{1}{c} E_1(t) < \infty.$$ 

Therefore we obtain from Lemma 7.3.1 that $f_1(t) \to 0$. In order to complete the proof of Theorem 7.1.2, we will prepare the following lemma.

Lemma 7.3.5. Let $(\pi, \bar{v}, \bar{w}) \in \mathbb{R}^3$ be any solution of (7.1.1) and $(u, v, w)$ a global bounded classical solution to (7.1.1). Suppose that there exist two decreasing functions $h_1, h_2$ on (0, $\infty$) and $t_0 > 0$ such that

$$\int_\Omega (u - \bar{u})^2 + \int_\Omega (v - \bar{v})^2 + \int_\Omega (w - \bar{w})^2 \leq h_1(t),$$

$$\left(\int_{t_0}^t \int_\Omega |\nabla w|^2 \right)^{1/2} \leq h_2(t) \quad \text{for all } t > t_0.$$ 

Then there exist $C > 0$ and $t_1 > 0$ such that

$$\|u(\cdot, t) - \bar{u}\|_{L^\infty(\Omega)} + \|v(\cdot, t) - \bar{v}\|_{L^\infty(\Omega)} + \|w(\cdot, t) - \bar{w}\|_{L^\infty(\Omega)} \leq C([h_1(t) - 1]^{1/2} + h_2(t))$$ 

for all $t > t_1$. 
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Proof. The arguments in [4, Lemma 3.6] and Theorem 7.1.1 lead to the proof of this lemma.

**Proof of Theorem 7.1.2.** From the L'Hôpital theorem applied to $H_1(s) := s - u^* \log s$ we can see

$$(7.3.8) \quad \lim_{s \to u^*} \frac{H_1(s) - H_1(u^*)}{(s - u^*)^2} = \lim_{s \to u^*} \frac{H_1''(s)}{2} = \frac{1}{2u^*}.$$ 

In view of a combination of (7.3.8) and $\|u - u^*\|_{L^\infty(\Omega)} \to 0$ from Lemma 7.3.4 we obtain that there exists $t_0 > 0$ such that

$$(7.3.9) \quad \frac{1}{4u^*} \int_{\Omega} (u - u^*)^2 \leq A_1(t) = \int_{\Omega} (H(u) - H(u^*)) \leq \frac{1}{u^*} \int_{\Omega} (u - u^*)^2 \quad (t > t_0).$$

A similar argument yields that there exists $t_1 > t_0$ such that

$$(7.3.10) \quad \frac{1}{4v^*} \int_{\Omega} (v - v^*)^2 \leq B_1(t) \leq \frac{1}{v^*} \int_{\Omega} (v - v^*)^2 \quad (t > t_1).$$

We infer from (7.3.9) and the definitions of $E_1, F_1$ that $E_1(t) \leq c_6 F_1(t)$ for all $t > t_1$ with some $c_6 > 0$. Plugging this into (7.3.3), we have

$$\frac{d}{dt} E_1(t) \leq -\varepsilon F_1(t) \leq -\frac{\varepsilon}{c_6} E_1(t) \quad (t > t_1),$$

which implies that there exist $c_7 > 0$ and $\ell > 0$ such that

$$E_1(t) \leq c_7 e^{-\alpha t} \quad (t > t_1).$$

Thus we obtain from (7.3.9) and (7.3.10) that

$$\int_{\Omega} (u - u^*)^2 + \int_{\Omega} (v - v^*)^2 + \int_{\Omega} (w - w^*)^2 \leq c_8 E_1(t) \leq c_7 c_8 e^{-\alpha t}$$

for all $t > t_1$ with some $c_8 > 0$. Moreover, there exists $c_9 > 0$ such that

$$\int_{t_{l-1}}^{t} \int_{\Omega} |\nabla w|^2 \leq \int_{t_{l-1}}^{t} F(t) \leq -\frac{1}{\varepsilon} \int_{t_{l-1}}^{t} \frac{d}{dt} E_1(t) \leq -\frac{1}{\varepsilon} E(t - 1) \leq c_9 e^{-\alpha t}.$$

Thanks to Lemma 7.3.5, we achieve that there exist $C > 0$ and $\lambda > 0$ such that

$$\|u(\cdot, t) - u^*\|_{L^\infty(\Omega)} + \|v(\cdot, t) - v^*\|_{L^\infty(\Omega)} + \|w(\cdot, t) - w^*\|_{L^\infty(\Omega)} \leq C e^{-\lambda t} \quad (t > 0).$$

This completes the proof of Theorem 7.1.2. \qed
7.4. Asymptotic behavior. Case 2: \( a_1 \geq 1 > a_2 > 0 \)

In this section we will prove asymptotic stability in the case that \( a_1 \geq 1 > a_2 > 0 \).

**Lemma 7.4.1.** Let \( a_1 \geq 1 > a_2 > 0 \) and let \((u, v, w)\) be a solution to (7.1.1). Under the conditions (7.1.4)–(7.1.10) and (7.1.15)–(7.1.16), there exist \( \delta_1, \delta_2 > 0, \varepsilon > 0 \) and \( \alpha_1' \geq 1 \) such that the nonnegative functions \( E_2 \) and \( F_2 \) defined by

\[
E_2(t) := \int_{\Omega} u + \delta_1 \frac{\alpha_1' \mu_1}{a_2 \mu_2} \int_{\Omega} (v - 1 - \log v) + \frac{\delta_2}{2} \int_{\Omega} (w - \tilde{w})^2
\]

and

\[
F_2(t) := \int_{\Omega} u^2 + \int_{\Omega} (v - 1)^2 + \int_{\Omega} (w - \tilde{w})^2 + \int_{\Omega} |\nabla w|^2
\]

satisfy

(7.4.1) \[
\frac{d}{dt} E_2(t) \leq -\varepsilon F_2(t) - \mu_1 (\alpha_1' - 1) \int_{\Omega} u \quad (t > 0).
\]

**Proof.** Thanks to (7.1.15)–(7.1.16) we can take \( \delta_1 > 0, \alpha_1' \geq 1 \) defined in (7.1.15)–(7.1.16) and choose \( \delta_2 > 0 \) such that

\[
\frac{\alpha_1' \mu_1 \chi_2(0) \delta_1}{4a_2 \mu_2 d_2 \delta_3} < \delta_2 < \frac{\alpha_1' \mu_1 \gamma (4 \delta_1 - \alpha_1' a_2 (1 + \delta_1)^2)}{\alpha_1' a_1^2 \delta_1 + \beta_2^2 a_2 - \alpha_1 \beta_1 a_1' a_2 (1 + \delta_1)}.
\]

We denote by \( A_2(t), B_2(t), C_2(t) \) the nonnegative functions defined as

\[
A_2(t) := \int_{\Omega} u, \quad B_2(t) = \int_{\Omega} (v - 1 - \log v),
\]

\[
C_2(t) := \frac{1}{2} \int_{\Omega} (w - \tilde{w})^2
\]

and we write as

\[
E_2(t) = A_2(t) + \delta_1 \frac{\alpha_1' \mu_1}{a_2 \mu_2} B_2(t) + \delta_2 C_2(t).
\]

Then by the straightforward calculations we infer

\[
\frac{d}{dt} A_2(t) \leq -\mu_1 \int_{\Omega} u^2 - \alpha_1' \mu_1 \int_{\Omega} u(v - 1) - \mu_1 (\alpha_1' - 1) \int_{\Omega} u,
\]

\[
\frac{d}{dt} B_2(t) = -\mu_2 \int_{\Omega} (v - 1)^2 - a_2 \mu_2 \int_{\Omega} u(v - 1) - d_2 \int_{\Omega} |\nabla v|^2
\]

\[
+ \int_{\Omega} \frac{\chi_2(w)}{v} \nabla v \cdot \nabla w,
\]

\[
\frac{d}{dt} C_2(t) = \int_{\Omega} h_u u (w - \tilde{w}) + \int_{\Omega} h_v (v - 1) (w - \tilde{w}) + \int_{\Omega} h_w (w - \tilde{w})^2
\]

\[
- d_3 \int_{\Omega} |\nabla w|^2
\]
with some derivatives $h_u, h_v$ and $h_w$. Hence we have

$$\frac{d}{dt} E_2(t) \leq I_5(t) + I_6(t) - \mu_1(a'_1 - 1) \int u,$$

where

$$I_5(t) := -\mu_1 \int u^2 - a'_1 \mu_1 (1 + \delta_1) \int u(v - 1) - \delta_1 \frac{a'_1 \mu_1}{a_2} \int (v - 1)^2$$
$$+ \delta_2 \int h_u u(w - \bar{w}) + \delta_2 \int h_v (v - 1)(w - \bar{w}) + \delta_2 \int h_w (w - \bar{w})^2$$

and

$$I_6(t) := -d_3 \delta_1 \frac{a'_1 \mu_1}{a_2 \mu_2} \int \frac{|v|^2}{v} + \delta_1 \frac{a'_1 \mu_1}{a_2 \mu_2} \int \frac{\chi_2(w)}{v} \nabla v \cdot \nabla w - d_3 \delta_2 \int |\nabla w|^2.$$

From the same argument as in the proof of Lemma 7.3.3 we obtain that there exists $\varepsilon_1 > 0$ such that

$$I_5(t) \leq -\varepsilon_1 \left( \int u^2 + \int (v - 1)^2 + \int (w - \bar{w})^2 \right).$$

On the other hand, thanks to $\chi'_2 < 0$ and the Young inequality, we infer that

$$\delta_1 \frac{a'_1 \mu_1}{a_2 \mu_2} \int \frac{\chi_2(w)}{v} \nabla v \cdot \nabla w \leq \delta_1 \chi_2(0) \frac{a'_1 \mu_1}{a_2 \mu_2} \int \frac{|\nabla v \cdot \nabla w|}{v}$$
$$\leq d_3 \delta_1 \frac{a'_1 \mu_1}{a_2 \mu_2} \int \frac{|v|^2}{v} + \frac{a'_1 \mu_1 \delta_1 \chi_2(0)^2}{4 a_2 \mu_2 \delta_2} \int |\nabla w|^2.$$

Plugging this into (7.4.3), we have

$$I_6(t) \leq - \left( d_3 \delta_2 - \frac{a'_1 \mu_1 \chi_2(0)^2 \delta_1}{4 a_2 \mu_2 \delta_2} \right) \int |\nabla w|^2.$$

Noting by the definition of $\delta_2 > 0$ that

$$d_3 \delta_2 - \frac{a'_1 \mu_1 \chi_2(0)^2 \delta_1}{4 a_2 \mu_2 \delta_2} > 0,$$

we obtain that there exists $\varepsilon_2 > 0$ such that

$$I_6(t) \leq -\varepsilon_2 \int |\nabla w|^2.$$

Combination of (7.4.2), (7.4.4) and (7.4.5) implies the end of the proof.

**Lemma 7.4.2.** Let $a_1 \geq 1 > a_2 > 0$ and let $(u, v, w)$ be a solution to (7.1.1). Under the conditions (7.1.4)–(7.1.10) and (7.1.15)–(7.1.16), $(u, v, w)$ has the following asymptotic behavior:

$$\|u(\cdot, t)\|_{L^\infty(\Omega)} \to 0, \|v(\cdot, t) - 1\|_{L^\infty(\Omega)} \to 0, \|w(\cdot, t) - \bar{w}\|_{L^\infty(\Omega)} \to 0 \quad (t \to \infty).$$
Proof. From the same argument as in Lemma 7.3.4 we can obtain (7.4.6).

Lemma 7.4.3. Let $a_1 > 1$, $a_2 \in (0,1)$ and let $(u,v,w)$ be a solution to (7.1.1). Under the conditions (7.1.4)–(7.1.10) and (7.1.15)–(7.1.16), there exist $C > 0$ and $\lambda > 0$ such that

$$\|u(\cdot,t)\|_{L^\infty(\Omega)} + \|v(\cdot,t) - 1\|_{L^\infty(\Omega)} + \|w(\cdot,t) - \tilde{w}\|_{L^\infty(\Omega)} \leq Ce^{-\lambda t} \quad (t > 0).$$

Proof. Combination of $u \to 0$ in $L^\infty(\Omega)$ as $t \to \infty$ (from Lemma 7.3.4) and

$$\lim_{s \to 0} \frac{s}{s^2 + (a'_1 - 1)s} = \frac{1}{a'_1 - 1}$$

implies that there exists $t_0 > 0$ such that

$$\frac{1}{2(a'_1 - 1)} \int_\Omega u^2 + \frac{1}{2} \int_\Omega u \leq A_2(t) \leq \frac{2}{a'_1 - 1} \int_\Omega u^2 + 2 \int_\Omega u \quad (t > t_0). \quad (7.4.7)$$

In light of a similar argument to seeing (7.3.9) we obtain that there exists $t_1 > t_0$ such that

$$\frac{1}{4} \int_\Omega (v - 1)^2 \leq B_2(t) \leq \int_\Omega (v - 1)^2 \quad (t > t_1). \quad (7.4.8)$$

The definitions of $E_2$, $F_2$ and (7.4.7), (7.4.8) yield that

$$E_2(t) \leq c_{10} \left( F_2(t) + (a'_1 - 1) \int_\Omega u \right) \quad (t > t_1)$$

with some $c_{10} > 0$. Plugging this into (7.4.1), we have

$$\frac{d}{dt} E_2(t) \leq -\varepsilon F_2(t) - \mu_1 (a'_1 - 1) \int_\Omega u \leq -\varepsilon \frac{c_{10}}{c_{11}} E_2(t) \quad (t > t_1),$$

which implies that there exist $c_{11}$ and $\ell > 0$ such that

$$E_2(t) \leq c_{11} e^{-\ell t} \quad (t > t_1).$$

Therefore from (7.4.7) and (7.4.8) we can find $c_{12} > 0$ satisfying

$$\int_\Omega u^2 + \int_\Omega (v - 1)^2 + \int_\Omega (w - \tilde{w})^2 \leq c_{12} E_2(t) \leq c_{11} c_{12} e^{-\ell t} \quad (t > t_1).$$

Moreover, there exists $c_{13} > 0$ such that

$$\int_{t-1}^t \int_\Omega |\nabla w|^2 \leq \int_{t-1}^t F(t) \leq -\frac{1}{\varepsilon} \int_{t-1}^t \frac{d}{dt} E_1(t) \leq \frac{1}{\varepsilon} E(t - 1) \leq c_{13} e^{-\ell t}.$$

Thanks to Lemma 7.3.5, we achieve that there exist $C > 0$ and $\lambda > 0$ such that

$$\|u(\cdot,t)\|_{L^\infty(\Omega)} + \|v(\cdot,t) - 1\|_{L^\infty(\Omega)} + \|w(\cdot,t) - \tilde{w}\|_{L^\infty(\Omega)} \leq Ce^{-\lambda t} \quad (t > 0),$$

which implies the end of the proof. 
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Lemma 7.4.4. Let $a_1 = 1$, $a_2 \in (0, 1)$ and let $(u, v, w)$ be a solution to (7.1.1). Under the conditions (7.1.4)–(7.1.10) and (7.1.15)–(7.1.16), there exist $C > 0$ and $\lambda > 0$ such that

$$
\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t) - 1\|_{L^\infty(\Omega)} + \|w(\cdot, t) - \bar{w}\|_{L^\infty(\Omega)} \leq C(t + 1)^{-\lambda} \quad (t > 0).
$$

Proof. We have already known that there exists $t_0 > 0$ such that (7.4.8) holds for all $t > t_0$. Hence the Cauchy–Schwarz inequality and the boundedness of $(u, v, w)$ imply that there exists $c_{14} > 0$ satisfying

$$
E_2(t) \leq \int_\Omega u + \int_\Omega (v - 1)^2 + \int_\Omega (w - \bar{w})^2
$$

$$
\leq c_{14} \left( \int_\Omega u^2 \right)^{\frac{1}{2}} + c_{14} \left( \int_\Omega (v - 1)^2 \right)^{\frac{1}{2}} + c_{14} \left( \int_\Omega (w - \bar{w})^2 \right)^{\frac{1}{2}}
$$

$$
\leq \sqrt{3} c_{14} \left( \int_\Omega u^2 + \int_\Omega (v - 1)^2 + \int_\Omega (w - \bar{w})^2 \right)^{\frac{1}{2}} = c_{14} \sqrt{3} F_2(t)
$$

for all $t > t_0$. Thus from (7.4.1) we can find $c_{15} > 0$ such that

$$
\frac{d}{dt} E_2(t) \leq -c_{15} E_2(t)^2 \quad (t > t_0),
$$

which implies that there exists $c_{16} > 0$ satisfying

$$
E_2(t) \leq \frac{c_{16}}{t + 1} \quad (t > t_0).
$$

Therefore we have

$$
\int_\Omega u^2 + \int_\Omega (v - 1)^2 + \int_\Omega (w - \bar{w})^2 \leq c_{16} E_2(t) \leq \frac{c_{16} c_{17}}{t + 1} \quad (t > t_0)
$$

with some $c_{17} > 0$. Moreover, (7.4.1) yields

$$
\int_{t-1}^t \int_\Omega |\nabla w|^2 \leq \int_{t-1}^t F_2(t) \leq -\frac{1}{\varepsilon} \int_{t-1}^t \frac{d}{dt} E_2(t) \leq \frac{1}{\varepsilon} E_2(t - 1) \leq \frac{c_{16}}{\varepsilon(t + 1)} \quad (t > t_0).
$$

From Lemma 7.3.5 we obtain that there exist $C > 0$ and $\lambda > 0$ such that

$$
\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t) - 1\|_{L^\infty(\Omega)} + \|w(\cdot, t) - \bar{w}\|_{L^\infty(\Omega)} \leq C(t + 1)^{-\lambda} \quad (t > 0),
$$

which means the end of the proof.

Proof of Theorem 7.1.4. Part (i) follows from Lemma 7.4.3, while (ii) is contained in Lemma 7.4.4.
Chapter 8

Improvement of conditions for asymptotic stability in a two-species chemotaxis-competition model with signal-dependent sensitivity

8.1. Problem and results

This chapter presents improvement of results in [4] and in Chapter 7. In this chapter we consider the two-species chemotaxis system with competitive kinetics

\[
\begin{align*}
    u_t &= d_1 \Delta u - \nabla \cdot (u \chi_1(w) \nabla w) + \mu_1 u (1 - u - a_1 v), \quad x \in \Omega, \; t > 0, \\
    v_t &= d_2 \Delta v - \nabla \cdot (v \chi_2(w) \nabla w) + \mu_2 v (1 - a_2 u - v), \quad x \in \Omega, \; t > 0, \\
    w_t &= d_3 \Delta w + \alpha u + \beta v - \gamma w, \quad x \in \Omega, \; t > 0, \\
    \nabla u \cdot \nu &= \nabla v \cdot \nu = \nabla w \cdot \nu = 0, \quad x \in \partial \Omega, \; t > 0, \\
    u(x,0) &= u_0(x), \; v(x,0) = v_0(x), \; w(x,0) = w_0(x) \quad x \in \Omega,
\end{align*}
\]

(8.1.1)

where \( \Omega \) is a bounded domain in \( \mathbb{R}^n \) (\( n \geq 2 \)) with smooth boundary \( \partial \Omega \) and \( \nu \) is the outward normal vector to \( \partial \Omega \); \( d_1, d_2, d_3, \mu_1, \mu_2, a_1, a_2 \) and \( \alpha, \beta, \gamma \) are positive constants; \( \chi_1, \chi_2, u_0, v_0, w_0 \) are assumed to be nonnegative functions. The unknown functions \( u(x,t) \) and \( v(x,t) \) represent the population densities of two species and \( w(x,t) \) shows the concentration of the chemical substance at place \( x \) and time \( t \).

The problem (8.1.1), which is proposed by Tello–Winkler [178], is a problem on account of the influence of chemotaxis, diffusion, and the Lotka–Volterra competitive kinetics, i.e., with coupling coefficients \( a_1, a_2 > 0 \) in

\[
\begin{align*}
    u_t &= u (1 - u - a_1 v), \quad v_t = v (1 - a_2 u - v).
\end{align*}
\]

(8.1.2)

The mathematical difficulties of the problem (8.1.1) are to deal with the chemotaxis term \( \nabla \cdot (u \nabla w) \) and the competition term \( u (1 - u - a_1 v) \). To overcome these difficulties, firstly, the parabolic-parabolic-elliptic problem (i.e., \( w_t \) is replaced with 0 in (8.1.1)) was studied and some conditions for global existence and stabilization in (8.1.1) were established.
([164, 178] and Chapter 5). In the parabolic-parabolic-elliptic case global existence of classical solutions to (8.1.1) and their asymptotic behavior were obtained in the case that \(a_1, a_2 \in (0, 1)\) ([178] and Chapter 5) and the case that \(a_1 > 1 > a_2\) ([164]). These results which give global existence and stabilization in (8.1.1) were improved in some cases (Chapter 6).

On the other hand, in general, the fully parabolic problem (8.1.1) is a more difficult problem than the parabolic-parabolic-elliptic case; because we cannot use the relation

\[
\Delta w = \alpha u + \beta v - \gamma w.
\]

About this problem, global existence and boundedness were shown in the 2-dimensional case ([4]) and the \(n\)-dimensional case ([115]). Moreover, in the case that \(a_1, a_2 \in (0, 1)\), Bai–Winkler [4] obtained asymptotic stability in (8.1.1) under the conditions

\[
\begin{align*}
\mu_1 &> \frac{d_2 \chi_2^2 u^*}{4 a_1 (1-a_1 a_2) d_3 d_2 + (a_1^2 + a_2^2 - 2a_1a_2a_3)}, \\
\mu_2 &> \frac{\chi_2^2 v^* (a_1 \alpha_2^2 + a_2 \beta_2^2 - 2a_1a_2a_3)}{16 d_2 d_3 a_2 (1 - a_1 a_2)}.
\end{align*}
\]

In Chapter 7 the conditions (8.1.3) were improved; asymptotic behavior of solutions holds when there exists \(\delta_1 > 0\) satisfying \(4 \delta_1 - a_1 a_2(1+\delta_1)^2 > 0\),

\[
\begin{align*}
\mu_1 &> \frac{M_1^2 u^* (1 + \delta_1) (a_1^2 a_1 \delta_1 + \beta_2^2 a_2 - \alpha_1 \beta_1 a_1 a_2 (1 + \delta_1))}{4 a_1 d_1 d_3 \gamma (4 \delta_1 - a_1 a_2 (1 + \delta_1)^2)}, \\
\mu_2 &> \frac{M_2^2 v^* (1 + \delta_1) (a_1^2 a_1 \delta_1 + \beta_2 a_2 - \alpha_1 \beta_1 a_1 a_2 (1 + \delta_1))}{4 a_2 d_2 d_3 \gamma (4 \delta_1 - a_1 a_2 (1 + \delta_1)^2)},
\end{align*}
\]

where \(M_1, M_2 > 0\) are some constants satisfying \(\chi_1(s) \leq M_1, \chi_2(s) \leq M_2\) for all \(s \geq 0\). Here we note that the conditions (8.1.3) and (8.1.4)–(8.1.5) can be rewritten as

\[
\begin{align*}
\left( \frac{u^* \chi_1^2}{4 a_1 d_3 a_2 \mu_1}, \frac{v^* \chi_2^2}{4 a_2 d_3 a_2 \mu_2} \right) &\in \left\{ (s, t) \in \mathbb{R}^2 \mid s, t \geq 0, s + t < f(1) \right\},
\end{align*}
\]

and

\[
\begin{align*}
\left( \frac{u^* M_1^2}{4 a_1 d_3 a_2 \mu_1}, \frac{v^* M_2^2}{4 a_2 d_3 a_2 \mu_2} \right) &\in \bigcup_{q \in \mathbb{R}} \left\{ (s, t) \in \mathbb{R}^2 \mid 0 \leq s < \frac{f(q)}{1+q}, 0 \leq t < \frac{f(q)}{1+q} \right\} \\
&= \left\{ (s, t) \in \mathbb{R}^2 \mid 0 \leq s < \frac{f(q_0)}{1+q_0}, 0 \leq t < \frac{f(q_0)}{1+q_0} \right\},
\end{align*}
\]

respectively, where

\[
\begin{align*}
I &:= \{ q > 0 \mid 4 q - (1 + q)^2 a_1 a_2 > 0 \}, \\
f(q) &:= \frac{\gamma (4 q - (1 + q)^2 a_1 a_2)}{a_1 \alpha_2^2 q + a_2 \beta_2^2 - a_1 a_2 \alpha_3 (1 + q)}
\end{align*}
\]

and \(q_0 \in I\) is a maximizer of \(\frac{f(q)}{1+q}\). The regions derived from (8.1.6) and (8.1.7) are described in Figure 1.

These results in [4] and in Chapter 7 were also concerned with asymptotic stability in (8.1.1) in the case that \(a_1 \geq 1 > a_2\). More related works can be found in [150, 151, 213].
and Chapters 3, 4, 7; global existence and boundedness in (8.1.1) with general sensitivity functions can be found in [213] and Chapter 7; related works which treated the non-competition case are in [150, 151] and Chapters 3, 4.

In summary the conditions for asymptotic stability in (8.1.1) are known; however, there is a gap between the conditions (8.1.3) and (8.1.4)–(8.1.5) (for more details, see Figure 1). The purpose of this work is to improve the conditions assumed in [4] and in Theorem 7.1.2 for asymptotic behavior in the case that $a_1, a_2 \in (0, 1)$. In order to attain this purpose we shall assume throughout this chapter that there exists $M_1, M_2 > 0$ satisfying

\[(8.1.9) \quad \chi_1(s) \leq M_1, \quad \chi_2(s) \leq M_2 \text{ for all } s > 0,\]

\[(8.1.10) \quad \left(\frac{u^* M_1^2}{4d_1d_3a_1\mu_1}, \frac{v^* M_2^2}{4d_2d_3a_2\mu_2}\right) \in \bigcup_{q \in I} \{(s, t) \in \mathbb{R}^2 | s, t \geq 0, \quad s + qt < f(q)\},\]

where the interval $I$ and the function $f$ are defined as (8.1.8). The region derived from the condition (8.1.10) is described in Figure 2, and include the regions derived from (8.1.6) and (8.1.7).
Now the main results read as follows. We suppose that the initial data \( u_0, v_0, w_0 \) satisfy
\[
(8.1.11) \quad 0 \leq u_0 \in C(\overline{\Omega}) \setminus \{0\}, \quad 0 \leq v_0 \in C(\overline{\Omega}) \setminus \{0\}, \quad 0 \leq w_0 \in W^{1,q}(\Omega) \ (\exists q > n).
\]
The first theorem is concerned with asymptotic behavior in (8.1.1) in the case that \( a_1, a_2 \in (0, 1) \).

**Theorem 8.1.1.** Let \( d_1, d_2, d_3, \mu_1, \mu_2, \alpha, \beta, \gamma > 0, \ a_1, a_2 \in (0, 1) \) be constants, let \( \chi_1, \chi_2 \) be nonnegative functions and let \( \Omega \subset \mathbb{R}^n \ (n \geq 2) \) be a bounded domain with smooth boundary. Assume that there exists a unique global classical solution \((u, v, w)\) of (8.1.1) satisfying
\[
\|u\|_{C^{2+\theta,1+\frac{\theta}{2}}(\Omega \times [t, t+1])} + \|v\|_{C^{2+\theta,1+\frac{\theta}{2}}(\Omega \times [t, t+1])} + \|w\|_{C^{2+\theta,1+\frac{\theta}{2}}(\Omega \times [t, t+1])} \leq M \quad \text{for all } t \geq 1
\]
with some \( \theta \in (0, 1) \) and \( M > 0 \). Then under the conditions \((8.1.9) - (8.1.11)\), the solution \((u, v, w)\) satisfies that there exist \( C > 0 \) and \( \ell > 0 \) such that
\[
\|u(\cdot, t) - u^*\|_{L^\infty(\Omega)} + \|v(\cdot, t) - v^*\|_{L^\infty(\Omega)} + \|w(\cdot, t) - w^*\|_{L^\infty(\Omega)} \leq Ce^{-\ell t} \quad \text{for all } t > 0,
\]
where
\[
w^* := \frac{1 - a_1}{1 - a_1a_2}, \quad v^* := \frac{1 - a_2}{1 - a_1a_2}, \quad w^* := \frac{\alpha u^* + \beta v^*}{\gamma}.
\]

**Remark 8.1.1.** The condition \((8.1.10)\) improves the conditions assumed in [4] and Chapter 7 (for more details, see Section 8.3). Moreover, from the careful calculations we have that
\[
\bigcup_{q \in I} \{ (s, t) \in \mathbb{R}^2 \mid s, t \geq 0, \ s + qt < f(q) \}
\]

\[
eq \left\{ (s, t) \in \mathbb{R}^2 \mid s \geq 0, \ 0 \leq t < \frac{a_2 \gamma}{\alpha(a_2 \beta - \alpha)} , \ h_1(s, t) > 0, \ h_2^+(s, t) > 0, \ h_2^-(s, t) < 0 \right\},
\]

where
\[
h_1(s, t) := a_1^2 \alpha^2 (\alpha - a_2 \beta)^2 s^2 + a_2^2 \beta^2 (\beta - a_1 \alpha)^2 t^2 - 2a_1a_2 \alpha \beta (\alpha - a_2 \beta)(\beta - a_1 \alpha)st
\]
\[
- 4\gamma(2a_1 \alpha^2 - 2a_1a_2 \alpha \beta + a_1a_2 \beta^2 - a_1^2a_2^2 \alpha^2)s
\]
\[
- 4\gamma(2a_2 \beta^2 \gamma - 2a_1a_2 \alpha \beta + a_1^2a_2^2 \alpha^2 - a_1^2a_2^2 \beta^2)t + 16\gamma^2(1 - a_1a_2)
\]

and
\[
h_2^\pm(s, t) := a_1 \alpha (\alpha - a_2 \beta)s + \left( \frac{\alpha(4 - 2a_1a_2 \pm 4\sqrt{1 - a_1a_2})(\alpha - a_2 \beta)}{a_2} + a_2 \beta (\beta - a_1 \alpha) \right)t
\]
\[
\pm 4\gamma\sqrt{1 - a_1a_2}.
\]

**Remark 8.1.2.** We note from \( q \in I \) that
\[
a_1 \alpha^2 q + a_2 \beta^2 - a_1a_2 \alpha \beta (1 + q) > 0
\]
holds. Indeed, the discriminant of \( a_1 q \alpha^2 - a_1a_2 \alpha \beta (1 + q) \alpha + a_2 \beta^2 \) is negative:
\[
D_{\alpha} := -a_1a_2 \beta^2 (4q - (1 + q)^2 a_1a_2) < 0.
\]
Then a combination of results concerned with global existence and boundedness in (8.1.1) ([4, 115] and Chapter 7) and Theorem 8.1.1 implies the following results.

**Theorem 8.1.2.** Let $d_1, d_2, d_3 > 0$, $\mu_1, \mu_2 > 0$, $a_1, a_2 \in (0, 1)$, $\alpha, \beta, \gamma > 0$ and let $\Omega \subset \mathbb{R}^n$ ($n \geq 2$) be a bounded domain with smooth boundary. Assume that $\chi_1, \chi_2 > 0$ are constants and one of the following two properties is satisfied:

(i) $n = 2,$

(ii) $\Omega$ is a convex domain and $\mu_1 > \frac{nx_1}{4}$, $\mu_2 > \frac{nx_2}{4}$, $\mu_1 + \frac{a_1\mu_1}{2} + \frac{a_2\mu_2\chi_1}{2\chi_2} > \frac{nx_1}{2}$ and $\mu_2 + \frac{a_2\mu_2}{2} + \frac{a_2\mu_2\chi_2}{2\chi_2} > \frac{nx_2}{2}$ hold.

Then under the conditions (8.1.9)–(8.1.11), the same conclusion as in Theorem 8.1.1 holds.

**Theorem 8.1.3.** Let $d_1, d_2, d_3 > 0$, $\mu_1, \mu_2 > 0$, $a_1, a_2 \in (0, 1)$, $\alpha, \beta, \gamma > 0$ and let $\Omega \subset \mathbb{R}^n$ ($n \geq 2$) be a bounded domain with smooth boundary. Assume that the functions $\chi_1, \chi_2$ satisfy the following conditions:

\[
\chi_i \in C^{1+\eta}([0, \infty)) \cap L^1(0, \infty),
\]

\[
2d_1d_3\chi_i'(w) + \left((d_3 - d_i)p + \sqrt{(d_3 - d_i)^2p^2 + 4d_1d_3p}\right)[\chi_i(w)]^2 \leq 0,
\]

\[
w\chi_i(w) \leq C_\chi \quad \text{for all } w \geq 0 \text{ and } i = 1, 2, 3
\]

with some $\eta \in (0, 1)$, $p > n$ and $C_\chi > 0$. Then under the conditions (8.1.9)–(8.1.11), the same conclusion as in Theorem 8.1.1 holds.

The strategy of the proof of Theorem 8.1.1 is to modify the methods in [4] and in Chapter 7. One of the keys for the proof of Theorem 8.1.1 is to derive the following energy estimate:

\[
\frac{d}{dt}E(t) \leq -\varepsilon \int_\Omega \left[(u(\cdot, t) - u^*)^2 + (v(\cdot, t) - v^*)^2 + (w(\cdot, t) - w^*)^2\right]
\]

for all $t > 0$ with some positive function $E$ and some constant $\varepsilon > 0$. Thanks to (8.1.12), we can obtain Theorem 8.1.1. The key for the improvement is to provide the best estimate for the terms

\[
\int_\Omega \frac{\chi_1(w)}{u} \nabla u \cdot \nabla w \quad \text{and} \quad \int_\Omega \frac{\chi_2(w)}{v} \nabla v \cdot \nabla w.
\]

This chapter is organized as follows. In Section 8.2 we prove asymptotic stability in the case that $a_1, a_2 \in (0, 1)$ (Theorems 8.1.1, 8.1.2 and 8.1.3). Section 8.3 is devoted to discussions; we confirm that the condition (8.1.10) improves the conditions assumed in [4] and Theorem 7.1.2.
8.2. Proof of Theorem 8.1.1

In this section we prove stabilization in (8.1.1) in the case that \( a_1, a_2 \in (0, 1) \). Here we assume that there exists a unique global classical solution \((u, v, w)\) of (8.1.1) satisfying

\[
\|u\|_{C^{2+\theta,1}((\Omega \times [t, t+1]))} + \|v\|_{C^{2+\theta,1}((\Omega \times [t, t+1]))} + \|w\|_{C^{2+\theta,1}((\Omega \times [t, t+1]))} \leq M
\]

for all \( t \geq 1 \) with some \( \theta \in (0, 1) \) and \( M > 0 \). We first provide the following lemma which will be used later.

Lemma 8.2.1. Let \( a, b, c, d, e, f \in \mathbb{R} \). Suppose that

\[
a > 0, \quad ad - \frac{b^2}{4} > 0, \quad adf + \frac{bce}{4} - \frac{cd^2}{4} - \frac{b^2f}{4} - \frac{ae^2}{4} > 0.
\]

Then there exists \( \varepsilon > 0 \) such that

\[
y_1^2 + by_1y_2 + cy_1y_3 + dy_2^2 + ey_2y_3 + fy_3^2 \geq \varepsilon (y_1^2 + y_2^2 + y_3^2)
\]

holds for all \( y_1, y_2, y_3 \in \mathbb{R} \).

Proof. In order to prove this lemma we shall see that there is \( \varepsilon > 0 \) such that

\[
(8.2.1) \quad (a - \varepsilon)y_1^2 + (d - \varepsilon)y_2^2 + (f - \varepsilon)y_3^2 \geq 0
\]

holds for all \( y_1, y_2, y_3 \in \mathbb{R} \), where

\[
X := \begin{pmatrix} y_1 \\ y_2 \\ y_3 \end{pmatrix}, \quad A_\varepsilon := \begin{pmatrix} a - \varepsilon & \frac{b}{2} & \frac{c}{2} \\ \frac{b}{2} & d - \varepsilon & \frac{e}{2} \\ \frac{c}{2} & \frac{e}{2} & f - \varepsilon \end{pmatrix}.
\]

To confirm that there is \( \varepsilon > 0 \) such that (8.2.2) holds for all \( y_1, y_2, y_3 \in \mathbb{R} \) we put

\[
g_1(\varepsilon) := a - \varepsilon, \quad g_2(\varepsilon) := \begin{vmatrix} a - \varepsilon & \frac{b}{2} \\ \frac{b}{2} & d - \varepsilon \end{vmatrix}, \quad g_3(\varepsilon) := |A_\varepsilon|
\]

and shall show the existence of \( \varepsilon_1 > 0 \) satisfying \( g_i(\varepsilon_1) > 0 \) for \( i = 1, 2, 3 \). Now thanks to (8.2.1), we can see that

\[
g_1(0) = a > 0, \quad g_2(0) = \begin{vmatrix} a & \frac{b}{2} \\ \frac{b}{2} & d \end{vmatrix} = ad - \frac{b^2}{4} > 0
\]

and

\[
g_3(0) = \begin{vmatrix} a & \frac{b}{2} & \frac{c}{2} \\ \frac{b}{2} & d & \frac{e}{2} \\ \frac{c}{2} & \frac{e}{2} & f \end{vmatrix} = adf + \frac{bce}{4} - \frac{cd^2}{4} - \frac{b^2f}{4} - \frac{ae^2}{4} > 0.
\]

Thus a combination of the above inequalities and the continuity argument yields that there is \( \varepsilon_1 > 0 \) such that \( g_i(\varepsilon_1) > 0 \) hold for \( i = 1, 2, 3 \). Therefore aided by the Sylvester criterion, we have (8.2.2) for all \( y_1, y_2, y_3 \in \mathbb{R} \), which means the end of the proof. \( \square \)
Then we will prove the following energy estimate which leads to asymptotic behavior of solutions to (8.1.1). The proof is mainly based on the methods in [4] and Chapter 7.

**Lemma 8.2.2.** Let \( a_1, a_2 \in (0, 1) \) and let \((u, v, w)\) be a solution to (8.1.1). Then under the conditions (8.1.9)–(8.1.11), there exist a nonnegative function \( E : (0, \infty) \to \mathbb{R} \) and a constant \( \varepsilon > 0 \) such that

\[
(8.2.3) \quad \frac{d}{dt} E(t) \leq -\varepsilon \left( \int_\Omega (u - u^*)^2 + \int_\Omega (v - v^*)^2 + \int_\Omega (w - w^*)^2 + \int_\Omega |\nabla w|^2 \right)
\]

holds for all \( t > 0 \).

**Proof.** In light of (8.1.10) we can take \( q > 0 \) such that

\[
4q - (1 + q)^2a_1a_2 > 0
\]

and

\[
\frac{u^*M_1^2}{4d_1d_3a_1\mu_1} + \frac{v^*qM_2^2}{4d_2d_3a_2\mu_2} < \frac{\gamma(4q - (1 + q)^2a_1a_2)}{a_1\alpha^2q + a_2\beta^2 - a_1a_2\alpha\beta(1 + q)}
\]

hold and \( \delta > 0 \) satisfying

\[
\frac{u^*a_2\mu_2 M_1^2}{4d_1} + \frac{v^*qa_1\mu_1 M_2^2}{4d_2} < \delta < \frac{\gamma a_1a_2\mu_2(4q - (1 + q)^2a_1a_2)}{a_1\alpha^2q + a_2\beta^2 - a_1a_2\alpha\beta(1 + q)}.
\]

For all \( t > 0 \) we denote by \( A(t), B(t), C(t) \) the functions defined as

\[
A(t) := \int_\Omega \left( u(\cdot, t) - u^* - u^* \log \frac{u(\cdot, t)}{u^*} \right),
\]

\[
B(t) := \int_\Omega \left( v(\cdot, t) - v^* - v^* \log \frac{v(\cdot, t)}{v^*} \right),
\]

\[
C(t) := \frac{1}{2} \int_\Omega (w(\cdot, t) - w^*)^2,
\]

and shall confirm that the function \( E \) defined as

\[
E(t) := a_2\mu_2 A(t) + qa_1\mu_1 B(t) + \delta C(t)
\]

satisfies (8.2.3) with some \( \varepsilon > 0 \). Firstly the Taylor formula enables us to see that \( E \) is a nonnegative function for \( t > 0 \) (for more details, see [4, Lemma 3.2]). From the straightforward calculations we infer

\[
\frac{d}{dt} A(t) = -\mu_1 \int_\Omega (u - u^*)^2 - a_1\mu_1 \int_\Omega (u - u^*)(v - v^*) - d_1u^* \int_\Omega \frac{|\nabla u|^2}{u^2}
\]

\[
+ u^* \int_\Omega \frac{\chi_1(u)}{u} \nabla u \cdot \nabla w,
\]

\[
\frac{d}{dt} B(t) = -\mu_2 \int_\Omega (v - v^*)^2 - a_2\mu_2 \int_\Omega (u - u^*)(v - v^*) - d_2v^* \int_\Omega \frac{|\nabla v|^2}{v^2}
\]

\[
+ v^* \int_\Omega \frac{\chi_2(v)}{v} \nabla v \cdot \nabla w
\]
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and
\[ \frac{d}{dt} C(t) = \alpha \int_{\Omega} (u - u^*)(w - w^*) + \beta \int_{\Omega} (v - v^*)(w - w^*) - \gamma \int_{\Omega} (w - w^*)^2 - d_3 \int_{\Omega} |\nabla w|^2. \]

Hence we have
\[ \frac{d}{dt} E(t) = I_1(t) + I_2(t), \]
where
\begin{align*}
I_1(t) &:= -a_2 \mu_1 \mu_2 \int_{\Omega} (u - u^*)^2 - a_1 a_2 \mu_1 \mu_2 (1 + q) \int_{\Omega} (u - u^*)(v - v^*) \\
&\quad + \delta \alpha \int_{\Omega} (u - u^*)(w - w^*) - a_1 \mu_1 \mu_2 q \int_{\Omega} (v - v^*)^2 \\
&\quad + \delta \beta \int_{\Omega} (v - v^*)(w - w^*) - \delta \gamma \int_{\Omega} (w - w^*)^2 \\
\end{align*}
and
\begin{align*}
I_2(t) &:= -d_1 a_2 \mu_2 u^* \int_{\Omega} \frac{|\nabla u|^2}{u^2} + a_2 \mu_2 u^* \int_{\Omega} \frac{\chi_1(w)}{u} \nabla u \cdot \nabla w - d_2 a_1 \mu_1 v^* q \int_{\Omega} \frac{|\nabla v|^2}{v^2} \\
&\quad + a_1 \mu_1 v^* q \int_{\Omega} \frac{\chi_2(w)}{v} \nabla v \cdot \nabla w - d_3 \int_{\Omega} |\nabla w|^2.
\end{align*}

In order to confirm that there is \( \varepsilon_1 > 0 \) such that
\[ (8.2.4) \quad I_1(t) \leq -\varepsilon_1 \left( \int_{\Omega} (u(\cdot, t) - u^*)^2 + \int_{\Omega} (v(\cdot, t) - v^*)^2 + \int_{\Omega} (w(\cdot, t) - w^*)^2 \right) \]
for all \( t > 0 \) we will see that the assumption of Lemma 8.2.1 is satisfied with
\[ a = a_2 \mu_1 \mu_2, \quad b = a_1 a_2 \mu_1 \mu_2 (1 + q), \quad c = -\delta \alpha, \quad d = a_1 \mu_1 \mu_2 q, \quad e = -\delta \beta, \quad f = \delta \gamma \]
and
\[ y_1 = u(\cdot, t) - u^*, \quad y_2 = v(\cdot, t) - v^*, \quad y_3 = w(\cdot, t) - w^*. \]

From the definitions of \( q, \delta > 0 \) we can see that
\[ a = a_2 \mu_1 \mu_2 > 0, \quad ad - \frac{b^2}{4} = \frac{a_1 a_2 \mu_1^2 \mu_2^2}{4} (4q - (1 + q)^2 a_1 a_2) > 0 \]
and
\begin{align*}
adf + \frac{bce}{4} - \frac{cd^2}{4} - \frac{b^2 f}{4} - \frac{ae^2}{4}
= \frac{\mu_1 \mu_2 \delta}{4} \left( (a_1 a_2 \mu_1 \mu_2 q (4q - (1 + q)^2 a_1 a_2)) - (a_1 \alpha^2 q + a_2 \beta^2 - (1 + q) a_1 a_2 \alpha \beta) \delta \right) > 0.
\end{align*}
Hence thanks to Lemma 8.2.1, there exists $\varepsilon_1 > 0$ such that (8.2.4) holds. We next verify that there is $\varepsilon_2 > 0$ such that

\[(8.2.5) \quad I_2(t) \leq -\varepsilon_2 \int_{\Omega} |\nabla w(\cdot, t)|^2 \quad \text{for all } t > 0.\]

By virtue of the Young inequality, we infer from (8.1.9) that

\[
\begin{align*}
&\int_{\Omega} \frac{\chi_1(u)}{u} \nabla u \cdot \nabla w + \frac{a_2 \mu_2 u^*}{4d_1} \int_{\Omega} |\nabla w|^2, \\
&\int_{\Omega} \frac{\chi_2(v)}{v} \nabla v \cdot \nabla w + \frac{a_1 \mu_1 v^*}{4d_2} \int_{\Omega} |\nabla w|^2, \\
\end{align*}
\]

which implies that

\[(8.2.6) \quad I_2(t) \leq -\left(\frac{a_2 \mu_2 u^* M_1^2}{4d_1} - \frac{a_1 \mu_1 v^* q M_2^2}{4d_2}\right) \int_{\Omega} |\nabla w(\cdot, t)|^2 \quad \text{for all } t > 0.\]

Therefore plugging the definition of $\delta > 0$ into (8.2.6) leads to the existence of $\varepsilon_2 > 0$ such that (8.2.5) holds, which concludes the proof of this lemma.

Then we have the following desired estimate.

**Lemma 8.2.3.** Let $a_1, a_2 \in (0, 1)$ and assume that (8.1.9)–(8.1.11) are satisfied. Then there exist $C > 0$ and $\ell > 0$ such that

\[
\|u(\cdot, t) - u^*\|_{L^\infty(\Omega)} + \|v(\cdot, t) - v^*\|_{L^\infty(\Omega)} + \|w(\cdot, t) - w^*\|_{L^\infty(\Omega)} \leq C e^{-\ell t} \quad \text{for all } t > 0.
\]

**Proof.** The same arguments as in the proofs of [4, Theorems 3.3, 3.6 and 3.7] enable us to obtain this lemma.

**Proof of Theorem 8.1.1.** Lemma 8.2.3 immediately leads to Theorem 8.1.1.

**Proof of Theorems 8.1.2 and 8.1.3.** A combination of results concerned with global existence and boundedness in (8.1.1) ([4, 115] and Chapter 7) and the standard parabolic regularity argument, along with Theorem 8.1.1 implies Theorems 8.1.2 and 8.1.3.

**8.3. Discussions**

In this section we shall confirm that the condition (8.1.10) improves the conditions assumed in the previous works aided by the view of (8.1.6) and (8.1.7). Here since

\[
\left\{(s, t) \in \mathbb{R}^2 \mid 0 \leq s < \frac{f(q)}{1+q}, \ 0 \leq t < \frac{f(q)}{1+q}\right\} \subset \left\{(s, t) \in \mathbb{R}^2 \mid s, t \geq 0, \ s + qt < f(q)\right\}
\]

holds for every $q \in I$, we can see that the condition (8.1.10) improves the conditions assumed in Chapter 7. In order to accomplish the purpose of this section, noting that

\[
\left\{(s, t) \in \mathbb{R}^2 \mid s, t \geq 0, \ s + qt < f(q)\right\} = \bigcup_{k \in [0, 1]} \left\{(s, t) \in \mathbb{R}^2 \mid 0 \leq s < kf(q), \ 0 \leq t < (1-k)\frac{f(q)}{q}\right\} =: R_q,
\]
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we will confirm that

\[(8.3.1) \quad R_1 \subset \bigcup_{q \in I} R_q.\]

To see (8.3.1) we shall see that \(q = 1\) is not the best choice, i.e., \(q = 1\) is not a maximizer of the functions \(f(q)\) and

\[g(q) := \frac{f(q)}{q} \quad \text{for } q \in I.\]

From the straightforward calculations we infer that

\[(8.3.2) \quad \frac{df}{dq}(1) = \frac{4\gamma(1 - a_1a_2)(\beta - a_1\alpha)}{(a_1\alpha^2 + a_2\beta^2 - 2a_1a_2\alpha\beta)^2};\]

\[\frac{dg}{dq}(1) = \frac{4\gamma(1 - a_1a_2)(a_2\beta - \alpha)}{(a_1\alpha^2 + a_2\beta^2 - 2a_1a_2\alpha\beta)^2}.\]

Now we will divide into two cases and show that (8.3.1) holds for each cases.

**Case 1:** \(a_1\alpha \neq \beta\) and \(a_2\beta \neq \alpha\). In this case, by virtue of (8.3.2), we can see that

\[\frac{df}{dq}(1) \neq 0 \quad \text{and} \quad \frac{dg}{dq}(1) \neq 0,

which means that \(q = 1\) is not a maximizer of \(f\) and \(g\). Thus one of the following two properties holds:

(Case 1-1) \(\exists q_1 \in I; \quad f(q_1) > f(1), \quad g(q_1) > g(1),\)

(Case 1-2) \(\forall q \in I; \quad f(q) > f(1), \quad g(q) \leq g(1) \quad \text{or} \quad f(q) \leq f(1), \quad g(q) > h(1).\)

Therefore we obtain that (8.3.1) holds in this case.

**Case 2:** \(a_1\alpha = \beta\) or \(a_2\beta = \alpha\). We first deal with the case that \(a_1\alpha = \beta\). In this case, in view of the fact that

\[f(q) = -\frac{\gamma a_1 a_2}{\alpha(1 - a_1 a_2)} \cdot q + \frac{2\gamma(2 - a_1 a_2)}{\alpha(1 - a_1 a_2)} - \frac{\gamma a_1 a_2}{\alpha(1 - a_1 a_2)} \cdot \frac{1}{q},\]

\(q = 1\) is a maximizer of \(f\). On the other hand, thanks to (8.3.2) together with the fact that \(\alpha - a_2\beta = \alpha(1 - a_1 a_2) > 0\), we can see that \(q = 1\) is not a maximizer of \(g\); there is \(q_2 \in I\) such that

\[g(q_2) > g(1).\]

Similarly, in the case that \(a_2\beta = \alpha\), we infer that \(q = 1\) is a maximizer of \(g\) and is not a maximizer of \(f\); there exists \(q_3 \in I\) such that

\[f(q_3) > f(1).\]

Hence we derive that (8.3.1) holds also in this case.

According to the above two cases, we can obtain that (8.3.1) holds, which means the condition (8.1.10) improves the conditions assumed in [4]. Therefore we attain the purpose of this chapter.
Part II

Two-species chemotaxis systems with fluid environment
Chapter 9

Global existence and asymptotic behaviour in a two-dimensional two-species chemotaxis-Navier–Stokes system with competitive kinetics

9.1. Background and results

In this chapter we consider the following two-species chemotaxis-Navier–Stokes system with Lotka–Volterra competitive kinetics:

\[
\begin{align*}
(n_1)_t + u \cdot \nabla n_1 &= \Delta n_1 - \chi_1 \nabla \cdot (n_1 \nabla c) + \mu_1 n_1(1 - n_1 - a_1 n_2) \quad \text{in } \Omega \times (0, \infty), \\
(n_2)_t + u \cdot \nabla n_2 &= \Delta n_2 - \chi_2 \nabla \cdot (n_2 \nabla c) + \mu_2 n_2(1 - a_2 n_1 - n_2) \quad \text{in } \Omega \times (0, \infty), \\
c_t + u \cdot \nabla c &= \Delta c - (\alpha n_1 + \beta n_2)c \quad \text{in } \Omega \times (0, \infty), \\
u_t + (u \cdot \nabla)u &= \Delta u + \nabla P + (\gamma n_1 + \delta n_2)\nabla \phi, \quad \nabla \cdot u = 0 \quad \text{in } \Omega \times (0, \infty), \\
\partial_n n_1 = \partial_n n_2 = \partial_n c = 0, \quad u = 0 \quad \text{on } \partial \Omega \times (0, \infty), \\
n_1(\cdot, 0) &= n_{1,0}, \quad n_2(\cdot, 0) = n_{2,0}, \quad c(\cdot, 0) = c_0, \quad u(\cdot, 0) = u_0 \quad \text{in } \Omega,
\end{align*}
\]

where \(\Omega\) is a bounded domain in \(\mathbb{R}^2\) with smooth boundary \(\partial \Omega\) and \(\partial_n\) denotes differentiation with respect to the outward normal of \(\partial \Omega\); \(\chi_1, \chi_2, a_1, a_2 \geq 0\) and \(\mu_1, \mu_2, \alpha, \beta, \gamma, \delta > 0\) are constants; \(n_{1,0}, n_{2,0}, c_0, u_0, \phi\) are known functions satisfying

\[
\begin{align*}
0 < n_{1,0}, n_{2,0} &\in C(\overline{\Omega}), \quad 0 < c_0 \in W^{1,q}(\Omega), \quad u_0 \in D(A^\theta), \\
\phi &\in C^{1+\eta}(\overline{\Omega})
\end{align*}
\]

for some \(q > 2, \theta \in (\frac{1}{2}, 1), \eta > 0\) and \(A\) denotes the realization of the Stokes operator under homogeneous Dirichlet boundary conditions in the solenoidal subspace

\[L^2_\sigma(\Omega) := \{\varphi \in L^2(\Omega) \mid \nabla \cdot \varphi = 0 \text{ in } \Omega\}\]
of $L^2(\Omega)$.

The problem (9.1.1) is a model that describes the exercise of two species which react on a single chemoattractant in fluid, where $n_1$ and $n_2$ stand for densities of species, $c$ shows the chemical concentration, $u$ denotes the fluid velocity field and $P$ represents the pressure of the fluid. The problem (9.1.1) comes from a problem on account of the influence of chemotaxis, the Lotka–Volterra kinetics

$$(n_1)_t = \mu_1 n_1 (1 - n_1 - a_1 n_2), \quad (n_2)_t = \mu_2 n_2 (1 - a_2 n_1 - n_2)$$

and fluid. Here chemotaxis is the biased migration of cells toward more favourable environmental conditions, e.g., higher concentration of oxygen, which plays an outstanding role in a large range of biological applications ([71]). Also, multi-species chemotaxis systems would be appearing in nature and were studied by e.g., [75] and [208]. In our model we focus on the case of two-species which react on single chemoattractant. Moreover, there are some observations which reveal dynamics concerning patterns and spontaneous emergence of turbulence in populations of aerobic bacteria suspended in sessile drops of water ([179]).

From a mathematical viewpoint it is fundamental to study whether global existence and behavior of solutions to (9.1.1) can be clarified or not. Nowadays, we can find many successful studies about this basic question in some particular cases (see e.g., the recent survey [5]). In the case of single-species models reduced with $n_2 = 0$, Winkler [197] first attained global existence of solutions to (9.1.1) without Lotka–Volterra competitive kinetics in $\Omega \subset \mathbb{R}^2$ and also Winkler [201] obtained a precise stabilization result in the case that $N = 2$. In the case that $N = 3$ Winkler [204] showed global existence of weak solutions to (9.1.1). On the other hand, when $-\alpha n_1 c$ in the third equation of (9.1.1) is replaced with $n_1 - c$, Tao and Winkler [176] established global existence and asymptotic behavior of solutions to (9.1.1) with $\mu_1 > 0$ and $n_2 = 0$ in the case that $N = 2$, and Lankeit [101] established global existence of bounded solutions and their asymptotic behavior of solutions to (9.1.1) with $\mu_1 > 0$ and $n_2 = 0$ in the case that $N = 3$. As to the case of two-species, some problems on account of the influence of chemotaxis and the Lotka–Volterra kinetics, provided that $u = 0$ and the third equation is replaced with $c_t = \Delta c + \alpha n_1 + \beta n_2 - \gamma c$ in (9.1.1), were investigated (for the noncompetitive case that $a_1 = a_2 = 0$ see Negreanu and Tello [150, 151] and Chapters 3, 4; for the competitive case see Bai and Winkler [4], Stinner, Tello and Winkler [164] and Chapters 5, 7). However, the two species chemotaxis model (9.1.1) considering fluid seems not to be studied yet.

The purpose of this chapter is to establish global existence, boundedness and stabilization of solutions to the two species chemotaxis model (9.1.1) considering fluid. These are not so trivial because (9.1.1) has the following two difficult points. The first difficulty is that (9.1.1) consists of two-species chemotaxis with competitive kinetics. The second difficulty is the effect from fluid described by the Navier–Stokes equation. We will overcome these two difficulties by using recent techniques developed by [101, 176] and Chapter 7.

Now the main results read as follows. The first main result describes global existence and boundedness of solutions to (9.1.1).
Theorem 9.1.1. Let \( \Omega \subset \mathbb{R}^2 \) be a bounded domain with smooth boundary and let \( \chi_1, \chi_2 \geq 0, a_1, a_2 \geq 0, \mu_1, \mu_2 > 0, \alpha, \beta, \gamma, \delta > 0 \). Suppose that \( n_{1,0}, n_{2,0}, c_0, u_0, \phi \) satisfy (9.1.2) and (9.1.3). Then there exist functions
\[
n_1, n_2 \in C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)),
\]
\[
c \in C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)),
\]
\[
u \in C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)),
\]
\[
P \in C^{1,0}(\overline{\Omega} \times (0, \infty))
\]
which solve (9.1.1) classically in \( \Omega \times [0, \infty) \). Moreover, the solution \((n_1, n_2, c, u, P)\) of (9.1.1) is unique, up to addition of constants to \( P \), and satisfies that there exists a constant \( C_1 > 0 \) such that
\[
\|n_1(\cdot, t)\|_{L^\infty(\Omega)} + \|n_2(\cdot, t)\|_{L^\infty(\Omega)} + \|c(\cdot, t)\|_{L^\infty(\Omega)} + \|u(\cdot, t)\|_{L^\infty(\Omega)} \leq C_1 \quad (t > 0).
\]
The second main result asserts stabilization of solutions to (9.1.1).

Theorem 9.1.2. Let the assumption of Theorem 9.1.1 hold. Then the solution of (9.1.1) has the following properties:

(i) Assume that \( a_1, a_2 \in (0, 1) \). Then
\[
n_1(\cdot, t) \to N_1, \quad n_2(\cdot, t) \to N_2, \quad c(\cdot, t) \to 0, \quad u(\cdot, t) \to 0 \quad \text{in } L^\infty(\Omega) \quad \text{as } t \to \infty,
\]
where
\[
N_1 := \frac{1 - a_1}{1 - a_1 a_2}, \quad N_2 := \frac{1 - a_2}{1 - a_1 a_2}.
\]

(ii) Assume that \( a_1 \geq 1 > a_2 \). Then
\[
n_1(\cdot, t) \to 0, \quad n_2(\cdot, t) \to 1, \quad c(\cdot, t) \to 0, \quad u(\cdot, t) \to 0 \quad \text{in } L^\infty(\Omega) \quad \text{as } t \to \infty.
\]

Remark 9.1.1. The above theorem is also new even in the fluid-free problem (9.1.1) with \( u(x, t) \equiv 0 \). Indeed, in this case, stabilization holds without any upper restriction on \( \chi_1 \). This result implies “the Lotka–Volterra competitive kinetics always win the chemotactic consumption”.

The strategy for the proof of boundedness of \( n_1 \) is to establish the \( L^p \)-estimate for \( n_1 \) by using the following ordinary differential inequality:
\[
\frac{d}{dt} \int_{\Omega} n_1^p + p(p - 1) \int_{\Omega} n_1^{p-2} |\nabla n_1|^2 \leq p(p - 1) \chi_1 \int_{\Omega} n_1^{p-1} \nabla n_1 \cdot \nabla c + p\mu_1 \int_{\Omega} (n_1^p - n_1^{p+1}),
\]
and applying the method in Tao–Winkler [176]. Then we shall derive the \( L^\infty \)-estimate for \( n_1 \) via semigroup estimates and the variation of constants formula which includes the following term:
\[
I(t) := \int_s^t e^{(t-s)(\Delta^{-1})} \left[ \mu_1 n_1 (1 - n_1 - a_1 n_2) + n_1 \right] \, ds
\]
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with some $\tau > 0$. Then, noting that
\[
(1 + \mu_1)n_1 - \mu_1 n_1^2 - \mu_1 a_1 n_1 n_2 \leq -\mu_1 \left(n_1 - \frac{1 + \mu_1}{2\mu_1}\right)^2 + \frac{(1 + \mu_1)^2}{4\mu_1},
\]
we can find an upper bound for $I(t)$, which leads to the $L^\infty$-estimate for $n_1$. On the other hand, the strategy for the proof of Theorem 9.1.2 is to modify arguments in [101] and Chapter 7. The key to the proof is to establish that
\[
\frac{d}{dt} E_1(t) \leq -\varepsilon_1 \left(\int_\Omega (n_1 - N)^2 + \int_\Omega (n_2 - \vec{N})^2\right)
\]
with some function $E_1 \geq 0$ and some $\varepsilon_1 > 0$, where $(N, \vec{N}) \in \mathbb{R}^2$ is equal to $(N_1, N_2)$ or $(0, 1)$ of the limit of $n_1, n_2$ as $t \to \infty$ as in Theorem 9.1.2 (i) or (ii). Then we obtain that there exists $C_2 > 0$ such that
\[
\int_0^\infty \int_\Omega (n_1 - N)^2 + \int_0^\infty \int_\Omega (n_2 - \vec{N})^2 \leq C_2.
\]
Combination of this integrability at infinity with a compactness argument implies $n_1 \to N$ and $n_2 \to \vec{N}$ in $L^\infty(\Omega)$ as $t \to \infty$.

This chapter is organized as follows. Section 9.2 gives some estimates for the Neumann heat semigroup and local existence in (9.1.1). Sections 9.3 and 9.4 are devoted to the proofs of Theorems 9.1.1 and 9.1.2, respectively.

**9.2. Local existence**

In this section we will recall local existence of solutions to (9.1.1).

**Lemma 9.2.1.** Let $\Omega \subset \mathbb{R}^2$ be a bounded domain with smooth boundary, let $\chi_1, \chi_2, a_1, a_2 \geq 0$ and let $\mu_1, \mu_2, \alpha, \beta, \gamma, \delta > 0$. For all $n_1, 0, n_2, 0, c_0, u_0, \phi$ satisfying (9.1.2) and (9.1.3), there exist $T_{\max} \in (0, \infty]$ and a classical solution $(n_1, n_2, c, u, P)$ of (9.1.1) in $\Omega \times (0, T_{\max})$ such that
\[
\begin{align*}
n_1, n_2, c, u &\in C^0(\overline{\Omega} \times [0, T_{\max})) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\max})), \\
n_1, n_2 > 0, \quad c > 0 &\quad \text{in } \overline{\Omega} \times (0, T_{\max}).
\end{align*}
\]
Also the solution is unique, up to addition of constants to $P$. Moreover,
\[
\lim_{t \to T_{\max}} \left(\|n_1(\cdot, t)\|_{L^\infty(\Omega)} + \|n_2(\cdot, t)\|_{L^\infty(\Omega)} + \|c(\cdot, t)\|_{W^{1,p}(\Omega)} + \|A^2 u(\cdot, t)\|_{L^2(\Omega)}\right) = \infty
\]
for all $\sigma \in (\frac{1}{2}, 1)$.

**Proof.** The proof of local existence of classical solutions to (9.1.1) is based on a standard contraction mapping argument, which can be found in [197]. Accordingly, the maximum principle is applied to yield $n_1, n_2 > 0$ and $c > 0$, in $(0, T_{\max})$. \hfill \Box
9.3. Boundedness. Proof of Theorem 9.1.1

In this section we will prove Theorem 9.1.1 through a series of lemmas.

Lemma 9.3.1. There exist constants \( C_7 > 0 \) and \( C_8 > 0 \) such that the solution of (9.1.1) satisfies

\[
\int_{\Omega} n_i(\cdot, t) \leq C_7 \quad \text{for all } t \in (0, T_{\max})
\]

and

\[
\int_{t}^{t+\tau} \int_{\Omega} n_i^2 \leq C_8 \quad \text{for all } t \in (0, T_{\max} - \tau)
\]

for \( i = 1, 2 \), where \( \tau := \min\{1, \frac{1}{16} T_{\max}\} \).

Proof. Integrating the first equation in (9.1.1) over \( \Omega \) yields

\[
\frac{d}{dt} \int_{\Omega} n_1 = \rho \int_{\Omega} n_1 - \mu_1 \int_{\Omega} n_1^2 - \mu_{11} \int_{\Omega} n_1 n_2 \quad \text{for all } t \in (0, T_{\max}),
\]

because \( \partial_t n_1 = \partial_v c = 0 \) and \( \int_{\Omega} u \cdot \nabla n_1 = -\int_{\Omega} n_1 \nabla \cdot u = 0 \) for all \( t \in (0, T_{\max}) \). Since we have from the Schwarz inequality and the positivity of \( n_1 \) and \( n_2 \) that

\[
\int_{\Omega} n_1^2 \geq \frac{1}{|\Omega|} \left( \int_{\Omega} n_1 \right)^2 \quad \text{and} \quad \int_{\Omega} n_1 n_2 \geq 0
\]

for all \( t \in (0, T_{\max}) \), we see from (9.3.3) that \( y(t) := \int_{\Omega} n_1(\cdot, t) \) satisfies

\[
y'(t) \leq \mu_1 y(t) - \frac{\mu_{11}}{|\Omega|} y^2(t) \quad \text{for all } t \in (0, T_{\max}),
\]

which by an ODE comparison shows (9.3.1):

\[
y(t) \leq C_7 := \max \left\{ \int_{\Omega} n_{1,0}, |\Omega| \right\} \quad \text{for all } t \in (0, T_{\max}).
\]

Moreover, (9.3.2) results upon an integration of (9.3.3) in time. \( \square \)

Lemma 9.3.2. There exists a constant \( C_9 > 0 \) such that

\[
\|c(\cdot, t)\|_{L^\infty(\Omega)} \leq C_9 \quad \text{for all } t \in (0, T_{\max})
\]

and \( t \mapsto \|c(\cdot, t)\|_{L^\infty(\Omega)} \) is nonincreasing on \( (0, \infty) \). Moreover, there exists a constant \( C_{10} > 0 \) such that

\[
\int_{0}^{T_{\max}} \int_{\Omega} |\nabla c|^2 \leq C_{10}.
\]
Proof. From the straightforward calculations we can see that for all \( p > 1 \),

\[
\frac{1}{p} \frac{d}{dt} \int_{\Omega} c^p = -\int_{\Omega} c^{p-1} u \cdot \nabla c + \int_{\Omega} c^{p-1} \Delta c - \int_{\Omega} (\alpha n_1 + \beta n_2) c^p
\]
\[
= -\frac{1}{p} \int_{\Omega} c^p \nabla \cdot u - (p-1) \int_{\Omega} c^{p-2} |\nabla c|^2 - \int_{\Omega} (\alpha n_1 + \beta n_2) c^p.
\]

Noting that \( \nabla \cdot u = 0 \) in \( \Omega \times (0, T_{\text{max}}) \) and \( n_1, n_2, c \) are positive, we have from (9.3.6) that

\[
\frac{1}{p} \frac{d}{dt} \int_{\Omega} c^p \leq -(p-1) \int_{\Omega} c^{p-2} |\nabla c|^2 \leq 0,
\]

which implies

\[
\|c(\cdot, t_2)\|_{L^p(\Omega)} \leq \|c(\cdot, t_1)\|_{L^p(\Omega)} \quad \text{for all } t_2 \geq t_1 \geq 0.
\]

Hence taking the limits as \( p \to \infty \), we obtain that (9.3.4) holds with \( C_9 = \|c_0\|_{L^\infty(\Omega)} \).

Moreover, now integrating (9.3.7) with \( p = 2 \) over \( (0, t) \), we obtain

\[
\frac{1}{2} \int_{\Omega} c^2 + \int_0^t \int_{\Omega} |\nabla c|^2 \leq \frac{1}{2} \int_{\Omega} c_0^2,
\]

which means that (9.3.5) holds. \( \square \)

Remark 9.3.1. Boundedness of \( c \) can be proved also by the maximum principle.

Lemma 9.3.3. There exists a constant \( C_{11} > 0 \) satisfying

\[
\|u(\cdot, t)\|_{L^2(\Omega)} \leq C_{11} \quad \text{for all } t \in (0, T_{\text{max}})
\]

and

\[
\int_t^{t+\tau} \int_{\Omega} |\nabla u|^2 \leq C_{11}, \quad \int_t^{t+\tau} \int_{\Omega} |u|^4 \leq C_{11} \quad \text{for all } t \in (0, T_{\text{max}} - \tau),
\]

where \( \tau = \min\{1, \frac{1}{6} T_{\text{max}}\} \).

Proof. Noting from the Schwarz inequality that

\[
(\gamma n_1 + \delta n_2)^2 \leq (\gamma^2 + \delta^2)(n_1^2 + n_2^2),
\]

we can show this lemma by a similar argument as in [176, Lemmas 3.4 and 3.5]. \( \square \)

Lemma 9.3.4. There exists a constant \( C_{12} > 0 \) such that

\[
\|\nabla u(\cdot, t)\|_{L^2(\Omega)} \leq C_{12} \quad \text{for all } t \in (0, T_{\text{max}}).
\]

Proof. Combination of the inequality (9.3.8) and a similar proof as in [176, Lemma 3.6] leads to this lemma. \( \square \)
Lemma 9.3.5. There exists a constant $C_{13} > 0$ such that

\begin{equation}
\| \nabla c(\cdot, t) \|_{L^2(\Omega)} \leq C_{13} \quad \text{for all } t \in (0, T_{\text{max}})
\end{equation}

and

\begin{equation}
\int_{t}^{t+\tau} \int_{\Omega} |\Delta c|^2 \leq C_{13} \quad \text{for all } t \in (0, T_{\text{max}} - \tau),
\end{equation}

where $\tau = \min\{1, \frac{1}{6} T_{\text{max}}\}$.

Proof. Multiplying the third equation in (9.1.1) by $-\Delta c$ and integrating it over $\Omega$, we obtain

\begin{equation}
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |\nabla c|^2 + \int_{\Omega} |\Delta c|^2 = -\int_{\Omega} |\nabla c|^2 - \int_{\Omega} (\alpha n_1 + \beta n_2) c \Delta c + \int_{\Omega} (u \cdot \nabla c) \Delta c.
\end{equation}

Thanks to the Young inequality and Lemma 9.3.2, we see

\begin{equation}
- \int_{\Omega} (\alpha n_1 + \beta n_2) c \Delta c \leq \frac{1}{4} \int_{\Omega} |\Delta c|^2 + (\alpha^2 + \beta^2) \|c_0\|_{L^\infty(\Omega)}^2 \int_{\Omega} (n_1^2 + n_2^2).
\end{equation}

Noting from the Gagliardo–Nirenberg inequality that there exists $C_{GN} > 0$ such that

\begin{equation}
\|\nabla c\|_{L^4(\Omega)} \leq C_{GN}\|\Delta c\|_{L^2(\Omega)}^{\frac{3}{2}}\|\nabla c\|_{L^2(\Omega)}^{\frac{1}{2}},
\end{equation}

from the Hölder inequality and the Young inequality we can find $C_{14} > 0$ satisfying

\begin{equation}
\int_{\Omega} (u \cdot \nabla c) \Delta c \leq \|u\|_{L^4(\Omega)} \|\nabla c\|_{L^4(\Omega)} \|\Delta c\|_{L^2(\Omega)} \\
\leq C_{GN}\|u\|_{L^4(\Omega)} \|\nabla c\|_{L^2(\Omega)}^{\frac{3}{2}}\|\Delta c\|_{L^2(\Omega)}^{\frac{1}{2}} \\
\leq \frac{1}{4} \|\Delta c\|_{L^2(\Omega)}^2 + C_{14}\|u\|_{L^4(\Omega)}^4 \|\nabla c\|_{L^2(\Omega)}^2.
\end{equation}

Combination of (9.3.11), (9.3.12) and (9.3.13) yields

\begin{equation}
\frac{d}{dt} \int_{\Omega} |\nabla c|^2 + \int_{\Omega} |\Delta c|^2 \leq h_1(t) + h_2(t) \int_{\Omega} |\nabla c|^2,
\end{equation}

where

\begin{align*}
\quad h_1(t) &= C_{15} \int_{\Omega} (n_1^2(\cdot, t) + n_2^2(\cdot, t)) \quad \text{and} \quad h_2(t) := C_{15} \int_{\Omega} |u(\cdot, t)|^4
\end{align*}

with some $C_{15} > 0$. Here Lemmas 9.3.1 and 9.3.3 imply that there exists $C_{16} > 0$ such that

\begin{equation}
\int_{t}^{t+\tau} \int_{\Omega} |\nabla c|^2 + \int_{t}^{t+\tau} h_1(s) \, ds + \int_{t}^{t+\tau} h_2(s) \, ds \leq C_{16},
\end{equation}
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In particular, given \( t \in (0, T_{\text{max}}) \), we can use (9.3.15) to pick \( t_0 \in (t - \tau, t) \cap [0, \infty) \) satisfying
\[
\int_{\Omega} |\nabla c(\cdot, t_0)|^2 \leq C_{17} := \max \left\{ \int_{\Omega} |\nabla c_0|^2, \frac{C_{16}}{\tau} \right\}.
\]
Therefore we obtain from (9.3.14) that
\[
\int_{\Omega} |\nabla c(\cdot, t)|^2 \leq \left( \int_{\Omega} |\nabla c(\cdot, t_0)|^2 \right) e^{\int_{t_0}^{t} h_2(\sigma) d\sigma} + \int_{t_0}^{t} h_1(s) e^{\int_{t_0}^{s} \sigma h_2(\sigma) d\sigma} ds
\]
\[
\leq C_{17} e^{C_{16}} + (t - t_0) C_{16} e^{C_{16}}
\]
\[
\leq (C_{16} + C_{17}) e^{C_{16}} =: C_{18},
\]
since \( t - t_0 \leq \tau \leq 1 \), which implies (9.3.9). Moreover, combination of (9.3.9), (9.3.15) and integration of (9.3.14) derives (9.3.10), which means the end of the proof.

**Lemma 9.3.6.** Let \( p \geq 2 \) and \( \tau = \min\{1, \frac{1}{6} T_{\text{max}}\} \). Assume that there exists \( M > 0 \) such that
\[
\int_{t}^{t+\tau} \int_{\Omega} n_i^p \leq M \quad \text{for all } t \in (0, T_{\text{max}} - \tau) \text{ and } i = 1, 2.
\]
Then there exists a constant \( C_{19}(p, M) > 0 \) such that
\[
\|n_i(\cdot, t)\|_{L^p(\Omega)} \leq C_{19}(p, M) \quad \text{for all } t \in (0, T_{\text{max}}) \text{ and } i = 1, 2
\]
and
\[
\int_{t}^{t+\tau} \int_{\Omega} n_i^{p+1} \leq C_{19}(p, M) \quad \text{for all } t \in (0, T_{\text{max}} - \tau) \text{ and } i = 1, 2.
\]
**Proof.** Multiplying the first equation in (9.1.1) by \( n_i^{p-1} \), we see from integration by parts that
\[
\frac{d}{dt} \int_{\Omega} n_i^p + p(p - 1) \int_{\Omega} n_i^{p-2} |\nabla n_i|^2
\]
\[
= p(p - 1) \chi t \int_{\Omega} n_i^{p-1} \nabla n_i \cdot \nabla c + \mu_1 \int_{\Omega} n_i^p - \mu_1 \int_{\Omega} n_i^{p+1} - \mu a_1 \int_{\Omega} n_i^{p-1} n_2,
\]
because \( \nabla \cdot u = 0 \). Now we can remove the last term because \( n_1, n_2 \) are positive. Then the same argument as in the proof of [176, Lemma 3.8] gives that (9.3.16) leads to (9.3.17) and (9.3.18) for \( i = 1 \). The proof of the case \( i = 2 \) is similar to that of the case \( i = 1 \).

**Lemma 9.3.7.** For all \( p > 1 \) there exists a constant \( C_{20}(p) > 0 \) such that
\[
\|n_i(\cdot, t)\|_{L^p(\Omega)} \leq C_{20}(p) \quad \text{for all } t \in (0, T_{\text{max}}) \text{ and } i = 1, 2.
\]
**Proof.** Starting with (9.3.2) and using Lemma 9.3.6 inductively give this lemma.
Lemma 9.3.8. For all $\sigma_1 \in (\frac{1}{2}, 1)$ there exists a constant $C_{21}(\sigma_1) > 0$ such that

$$\|A^{\sigma_1}u(\cdot, t)\|_{L^2(\Omega)} \leq C_{21}(\sigma_1) \quad \text{for all } t \in (\tau, T_{\max}),$$

where $\tau = \min\{1, \frac{1}{6}T_{\max}\}$. In particular, there exist constants $\lambda \in (0, 1)$ and $C_{22} > 0$ such that

$$\|u(\cdot, t)\|_{C^\lambda(\Omega)} \leq C_{22} \quad \text{for all } t \in (\tau, T_{\max}).$$

Proof. By noting from the boundedness of $\nabla \phi$ that there exists $C_{23} > 0$ such that

$$\|((\gamma n_1(\cdot, t) + \delta n_2(\cdot, t))\nabla \phi\|_{L^2(\Omega)} \leq C_{23}(\|n_1(\cdot, t)\|_{L^2(\Omega)} + \|n_2(\cdot, t)\|_{L^2(\Omega)}),$$

the same argument as in the proof of [176, Lemma 3.11 with $g = 0$] implies this lemma.

Lemma 9.3.9. There exists a constant $C_{24} > 0$ such that

$$\|c(\cdot, t)\|_{W^{1, \infty}(\Omega)} \leq C_{24} \quad \text{for all } t \in (0, T_{\max}).$$

Proof. From the regularity of $c$ we see that $\nabla c$ is bounded on $\overline{\Omega} \times [0, 2\tau]$. Hence we shall confirm that there exists $C_{25} > 0$ such that

$$\|c(\cdot, t)\|_{W^{1, \infty}(\Omega)} \leq C_{25} \quad \text{for all } t \in (2\tau, T_{\max}).$$

Using the variation of constants formula for $c$, we obtain

$$c(\cdot, t) = e^{(t-\tau)\Delta}c(\cdot, \tau) + \int_\tau^t e^{(t-s)\Delta}[(\alpha n_1 + \beta n_2)c(\cdot, s) - u(\cdot, s)\nabla c(\cdot, s)] \, ds.$$

Combination of the above identity with Lemma 2.2.2 yields

$$\|\nabla c(\cdot, t)\|_{L^\infty(\Omega)} \leq C_3[1 + (t-\tau)^{-1}e^{-\lambda_1(t-\tau)}\|c(\cdot, \tau)\|_{L^2(\Omega)}$$

$$+ C_3 \int_\tau^t [1 + (t-s)^{-\frac{3}{4}}e^{-\lambda_1(t-s)}]\|n_1 + \beta n_2\|_{L^4(\Omega)} \, ds$$

$$+ C_3 \int_\tau^t [1 + (t-s)^{-\frac{3}{4}}e^{-\lambda_1(t-s)}]\|u(\cdot, s)\nabla c(\cdot, s)\|_{L^4(\Omega)} \, ds.$$}

Here, noting from Lemmas 9.3.2 and 9.3.7 that there exists $C_{26} > 0$ such that

$$\|(\alpha n_1 + \beta n_2)c\|_{L^4(\Omega)} \leq \|c\|_{L^\infty(\Omega)}(\alpha\|n_1\|_{L^4(\Omega)} + \beta\|n_2\|_{L^4(\Omega)}) \leq C_{26},$$

a similar argument as in the proof of [176, Lemma 3.9] can be applied to this lemma.

Now we will establish the $L^\infty$-estimate for $n_1$. This proof is based on the method in the proof of Theorem 3.1.1.
**Lemma 9.3.10.** There exists a constant $C_{27} > 0$ such that

$$
\| n_i(\cdot, t) \|_{L^\infty(\Omega)} \leq C_{27} \quad \text{for all } t \in (0, T_{\text{max}}) \text{ and } i = 1, 2.
$$

**Proof.** Thanks to the regularity of $n_1$, it suffices to show that there exist $\tau_1 \in (0, T_{\text{max}})$ and $C_{28}(\tau_1) > 0$ such that

$$
\| n_1(\cdot, t) \|_{L^\infty(\Omega)} \leq C_{28}(\tau_1) \quad \text{for all } t \in (\tau_1, T_{\text{max}}).
$$

Employing the variation of constants formula for $n_1$, we derive that for all $t \in (\tau, T_{\text{max}}),

\begin{equation}
(9.3.19) \quad n_1(\cdot, t) = e^{(t-\frac{\tau}{2})(\Delta-1)}n_1 \left( \cdot, \frac{\tau}{2} \right) - \int_{\frac{\tau}{2}}^{t} e^{(t-s)(\Delta-1)} \nabla \cdot (n_1 \chi_1 \nabla c + n_1 u) \, ds \\
+ \int_{\frac{\tau}{2}}^{t} e^{(t-s)(\Delta-1)} \left[ \mu_1 n_1 (1 - n_1 - a_1 n_2) + n_1 \right] \, ds \\
=: J_1 + J_2 + J_3.
\end{equation}

Letting $p > 2$, $\bar{\eta} \in \left( \frac{1}{p}, \frac{1}{2} \right)$ and $\varepsilon \in \left( 0, \frac{1}{2} - \bar{\eta} \right)$, we have that

$$
0 < 2\bar{\eta} - \frac{2}{p} \quad \text{and} \quad \bar{\eta} + \varepsilon + \frac{1}{2} < 1.
$$

Then we see from Lemma 2.2.1 that for all $t > \tau,

\begin{equation}
(9.3.20) \quad \| J_1 \|_{L^\infty(\Omega)} = \left\| e^{(t-\frac{\tau}{2})(\Delta-1)}n_1 \left( \cdot, \frac{\tau}{2} \right) \right\|_{L^\infty(\Omega)} \\
\leq C_4 \left\| (-\Delta + 1)^{\bar{\eta}} e^{(t-\frac{\tau}{2})(\Delta-1)}n_1 \left( \cdot, \frac{\tau}{2} \right) \right\|_{L^p(\Omega)} \\
\leq C_4 C_5 \left( t - \frac{\tau}{2} \right)^{-\bar{\eta}} e^{-\lambda_2 t} \left\| n_1 \left( \cdot, \frac{\tau}{2} \right) \right\|_{L^p(\Omega)} \\
\leq 2^{\bar{\eta}} C_4 C_5 C_{20}(p) \tau^{-\bar{\eta}} e^{-\lambda_2 \tau}.
\end{equation}

We next have from Lemma 2.2.1 that

$$
\| J_2 \|_{L^\infty(\Omega)} \leq \int_{\frac{\tau}{2}}^{t} \left\| e^{(t-s)(\Delta-1)} \nabla \cdot (n_1 \chi_1 \nabla c + n_1 u) \right\|_{L^\infty(\Omega)} \, ds \\
\leq C_4 \int_{\frac{\tau}{2}}^{t} \left\| (-\Delta + 1)^{\bar{\eta}} e^{(t-s)(\Delta-1)} \nabla \cdot (n_1 \chi_1 \nabla c + n_1 u) \right\|_{L^p(\Omega)} \, ds \\
\leq C_4 C_6 \int_{\frac{\tau}{2}}^{t} (t-s)^{-\bar{\eta} - \varepsilon - \frac{1}{4}} e^{-(\lambda_3 + 1)(t-s)} \left\| n_1 \chi_1 \nabla c + n_1 u \right\|_{L^p(\Omega)} \, ds.
$$

Here, noting from Lemmas 9.3.7, 9.3.8 and 9.3.9 that

$$
\| n_1 \chi_1 \nabla c + n_1 u \|_{L^p(\Omega)} \leq \chi_1 \| n_1 \|_{L^p(\Omega)} \| c \|_{W^{1, \infty}(\Omega)} + \| n_1 \|_{L^p(\Omega)} \| u \|_{L^\infty(\Omega)} \\
\leq C_{29}
$$

106
with some $C_{29} > 0$, we have

\begin{equation}
\|J_2\|_{L^\infty(\Omega)} \leq C_4 C_6 C_{29} \int_{\frac{t}{2}}^{t} (t-s)^{-\bar{\eta} + \frac{1}{2}} e^{-(\lambda_3 + 1)(t-s)} \, ds \\
\quad \leq C_4 C_6 C_{29} \int_{0}^{\infty} r^{-(\bar{\eta} + \frac{1}{2})} e^{-(\lambda_3 + 1)r} \, dr < \infty.
\end{equation}

Finally, since the identity

\begin{equation}
(1 + \mu_1)n_1 - \mu_1 n_1^2 = -\mu_1 \left( n_1 - \frac{1 + \mu_1}{2\mu_1} \right)^2 + \frac{(1 + \mu_1)^2}{4\mu_1}
\end{equation}

holds, the positivity of $n_1, n_2$ and the order preserving property give

\begin{align*}
J_3 &= \int_{\frac{t}{2}}^{t} e^{(t-s)(\Delta-1)} \left[ (1 + \mu_1)n_1 - \mu_1 n_1^2 - \mu_1 a_1 n_1 n_2 \right] \, ds \\
&\leq \int_{\frac{t}{2}}^{t} e^{(t-s)(\Delta-1)} \left[ (1 + \mu_1)n_1 - \mu_1 n_1^2 \right] \, ds \\
&= \int_{\frac{t}{2}}^{t} e^{(t-s)(\Delta-1)} \left[ -\mu_1 \left( n_1 - \frac{1 + \mu_1}{2\mu_1} \right)^2 + \frac{(1 + \mu_1)^2}{4\mu_1} \right] \, ds \\
&\leq \frac{(1 + \mu_1)^2}{4\mu_1} \int_{\frac{t}{2}}^{t} e^{(t-s)\Delta} e^{-(t-s)} \, ds.
\end{align*}

Then we establish from the maximum principle that

\begin{equation}
J_3 \leq \frac{(1 + \mu_1)^2}{4\mu_1} \int_{\frac{t}{2}}^{t} e^{-(t-s)} \, ds \\
\quad \leq \frac{(1 + \mu_1)^2}{4\mu_1} \left( 1 - e^{-\frac{t}{2}} \right).
\end{equation}

Therefore plugging (9.3.20), (9.3.21) and (9.3.22) into (9.3.19) derives that there exists $C_{30}(\tau) > 0$ such that

\begin{equation}
n_1(t) \leq \|J_1\|_{L^\infty(\Omega)} + \|J_2\|_{L^\infty(\Omega)} + J_3 \\
\quad \leq C_{30}(\tau), \quad t \in (\tau, T_{\text{max}}).
\end{equation}

Combination of (9.3.23) with the positivity of $n_1$ yields

\begin{equation}
\|n_1(\cdot, t)\|_{L^\infty(\Omega)} \leq C_{30}(\tau), \quad t \in (\tau, T_{\text{max}}).
\end{equation}

A similar argument leads to the $L^\infty$-estimate for $n_2$.

**Proof of Theorem 9.1.1.** Combination of (9.2.1) and Lemmas 9.3.8, 9.3.9 and 9.3.10 directly leads to Theorem 9.1.1.
9.4. Stabilization. Proof of Theorem 9.1.2

9.4.1. Key estimate. Case 1: $a_1, a_2 \in (0, 1)$

In this section we will show a key estimate for stabilization in (9.1.1) in the case that $a_1, a_2 \in (0, 1)$. The following lemma is a cornerstone in deriving it.

**Lemma 9.4.1.** Let $a_1, a_2 \in (0, 1)$. Under the assumption of Theorem 9.1.1, the solution of (9.1.1) has the property that there exist $k_1, \ell_1 > 0$ and $\varepsilon_1 > 0$ such that the nonnegative functions $E_1$ and $F_1$ defined by

$$E_1 := \int_{\Omega} \left( n_1 - N_1 \log \frac{n_1}{N_1} \right) + k_1 \int_{\Omega} \left( n_2 - N_2 \log \frac{n_2}{N_2} \right) + \frac{\ell_1}{2} \int_{\Omega} c^2$$

and

$$F_1 := \int_{\Omega} \left( n_1 - N_1 \right)^2 + \int_{\Omega} \left( n_2 - N_2 \right)^2$$

satisfy

$$\frac{d}{dt} E_1(t) \leq -\varepsilon_1 F_1(t) \quad \text{for all } t > 0,$$

where $N_1 = \frac{1-a_1}{1-a_1 a_2}$ and $N_2 = \frac{1-a_2}{1-a_1 a_2}$.

**Proof.** We now let $k_1, \ell_1 > 0$ be fixed later and denote by $A_1, A_2$ and $B_1$ the functions defined as

$$A_i(t) := \int_{\Omega} \left( n_i - N_i \log \frac{n_i}{N_i} \right) \quad \text{for } i = 1, 2, \quad B_1(t) := \frac{1}{2} \int_{\Omega} c^2,$$

and we write as

$$E_1(t) = A_1(t) + k_1 A_2(t) + \ell_1 B_1(t).$$

Writing as

$$A_1(t) = \int_{\Omega} \left( H(n_1) - H(N_1) + N_1 \right)$$

where $H(s) := s - N_1 \log s$ ($s > 0$), we see from the Taylor formula that $A_1(t) \geq 0$ for $t > 0$ (for more details, see [4, Lemma 3.2]). Similarly, we can have that $A_2(t) \geq 0$ for $t > 0$. Therefore $E_1$ is a nonnegative function. By the straightforward calculations we infer that

$$\frac{d}{dt} A_i(t) = -\mu_i \int_{\Omega} (n_i - N_i)^2 - a_i \mu_i \int_{\Omega} (n_1 - N_1)(n_2 - N_2) - N_i \int_{\Omega} \frac{\nabla n_i}{n_i^2}$$

$$+ N_i \chi_i \int_{\Omega} \frac{\nabla n_i \cdot \nabla c}{n_i} \quad \text{for } i = 1, 2.$$
and
\[
\frac{d}{dt} B_1(t) = - \int_{\Omega} |\nabla c|^2 - \int_{\Omega} c^2 (\alpha n_1 + \beta n_2).
\]

In light of the positivity of \(n_1, n_2, c\) and the Young inequality we have
\[
\frac{d}{dt} E_1(t) \leq -\mu_1 \int_{\Omega} (n_1 - N_1)^2 - (a_1 \mu_1 + k_1 a_2 \mu_2) \int_{\Omega} (n_1 - N_1)(n_2 - N_2)
- k_1 \mu_2 \int_{\Omega} (n_2 - N_2)^2 + \left( \frac{N_1 \chi_1^2}{4} + \frac{k_1 N_2 \chi_2^2}{4} - \ell_1 \right) \int_{\Omega} |\nabla c|^2.
\]

Noting from the Young inequality that for all \(\varepsilon \in (0, \mu_1)\),
\[
-\mu_1 (n_1 - N_1)^2 - (a_1 \mu_1 + k_1 a_2 \mu_2)(n_1 - N_1)(n_2 - N_2) - k_1 \mu_2 (n_2 - N_2)^2
\leq -\varepsilon (n_1 - N_1)^2 - \left( k_1 \mu_2 - \frac{(a_1 \mu_1 + k_1 a_2 \mu_2)^2}{4(\mu_1 - \varepsilon)} \right) (n_2 - N_2)^2,
\]
choosing \(k_1 = \frac{a_1 \mu_1}{a_2 \mu_2}\) and using the continuity argument, we can find \(\varepsilon > 0\) such that
\[
k_1 \mu_2 - \frac{(a_1 \mu_1 + k_1 a_2 \mu_2)^2}{4(\mu_1 - \varepsilon)} > 0.
\]

Therefore if we choose \(\ell_1 > \frac{N_1 \chi_1^2}{4} + \frac{k_1 N_2 \chi_2^2}{4}\), then we can see that there exists \(\varepsilon_1 > 0\) such that (9.4.1) holds. \(\square\)

Thanks to Lemma 9.4.1, we can show the key estimate, which plays an important role in the proof of Theorem 9.1.2.

**Lemma 9.4.2.** Let \(a_1, a_2 \in (0, 1)\). Under the assumption of Theorem 9.1.1, the solution of (9.1.1) satisfies that there exists a constant \(C_{31} > 0\) such that
\[
\int_0^\infty \int_{\Omega} (n_1 - N_1)^2 + \int_0^\infty \int_{\Omega} (n_2 - N_2)^2 \leq C_{31}.
\]

**Proof.** Integrating (9.4.1) over \((0, t)\), we infer
\[
E_1(t) + \varepsilon_1 \int_0^t F_1(s) \, ds \leq E_1(0).
\]

Thus combination of (9.4.3) with the nonnegativity of \(E_1\) implies (9.4.2). \(\square\)

**9.4.2. Key estimate. Case 2: \(a_1 \geq 1 > a_2\)**

This section is devoted to giving a key estimate for stabilization in (9.1.1) in the case \(a_1 \geq 1 > a_2\). The following lemma plays an important role in deriving it.
Lemma 9.4.3. Let \( a_1 \geq 1 > a_2 \). Under the assumption of Theorem 9.1.1, the solution of (9.1.1) has the property that there exist \( k_2, \ell_2 > 0 \) and \( \varepsilon_2 > 0 \) such that the nonnegative functions \( E_2 \) and \( F_2 \) defined by

\[
E_2 := \int_{\Omega} n_1 + k_2 \int_{\Omega} (n_2 - \log n_2) + \frac{\ell_2}{2} \int_{\Omega} c^2
\]

and

\[
F_2 := \int_{\Omega} n_1^2 + \int_{\Omega} (n_2 - 1)^2
\]

satisfy

\[
(9.4.4) \quad \frac{d}{dt} E_2(t) \leq -\varepsilon_2 F_2(t) \quad \text{for all } t > 0.
\]

Proof. We let \( k_2, \ell_2 > 0 \) be fixed later and denote by \( A_3, A_4 \) and \( B_2 \) the functions defined as

\[
A_3(t) := \int_{\Omega} n_1, \quad A_4(t) := \int_{\Omega} (n_2 - \log n_2), \quad B_2(t) := \frac{1}{2} \int_{\Omega} c^2,
\]

and we write as

\[
E_2(t) = A_3(t) + k_2 A_4(t) + \ell_2 B_2(t).
\]

A similar argument as in the proof of Lemma 9.4.1 leads to the nonnegativity of \( A_4 \). By the straightforward calculations we infer from the positivity of \( n_1, n_2 \) and the relation \( a_1 \geq 1 \) that

\[
\frac{d}{dt} A_3(t) = \mu_1 \int_{\Omega} n_1 (1 - n_1 - a_1 n_2)
\]

\[
\leq -\mu_1 \int_{\Omega} n_1 (n_2 - 1) - \mu_1 \int_{\Omega} n_1^2
\]

and

\[
\frac{d}{dt} A_4(t) = -\mu_2 \int_{\Omega} (n_2 - 1)^2 - a_2 \mu_2 \int_{\Omega} n_1 (n_2 - 1) - \int_{\Omega} \frac{\nabla n_2}{n_2^2} \left( \nabla n_2 \cdot \nabla c \right)
\]

\[
+ \chi_2 \int_{\Omega} \frac{\nabla n_2 \cdot \nabla c}{n_2}
\]

as well as

\[
\frac{d}{dt} B_2(t) = \int_{\Omega} |\nabla c|^2 - \int_{\Omega} c^2 (\alpha n_1 + \beta n_2).
\]

In light of the Young inequality we have

\[
\frac{d}{dt} E_2(t) \leq -\mu_1 \int_{\Omega} n_1^2 - (\mu_1 + k_2 a_2 \mu_2) \int_{\Omega} n_1 (n_2 - 1) - k_2 \mu_2 \int_{\Omega} (n_2 - 1)^2
\]

\[
+ \left( \frac{k_2 \chi_2^2}{4} - \ell_2 \right) \int_{\Omega} |\nabla c|^2.
\]

Therefore a similar argument as in the proof of Lemma 9.4.1 implies that there exist \( \varepsilon_2 > 0 \) and \( k_2 > 0 \) satisfying (9.4.4). □
By virtue of Lemma 9.4.3, we obtain the key estimate.

**Lemma 9.4.4.** Let $a_1 \geq 1 > a_2$. Under the assumption of Theorem 9.1.1, the solution of (9.1.1) satisfies that there exists a constant $C_{32} > 0$ such that

\[ \int_0^\infty \int_\Omega n_1^2 + \int_0^\infty \int_\Omega (n_2 - 1)^2 \leq C_{32}. \]  

**(Proof.** Integrating (9.4.4) over $(0,t)$, we infer

\[ E_2(t) + \varepsilon_2 \int_0^t F_2(s) \, ds \leq E_2(0). \] 

Thus combination of (9.4.6) with the nonnegativity of $E_2$ implies (9.4.5).

**9.4.3. Proof of Theorem 9.1.2**

In this section we complete the proof of Theorem 9.1.2 through some lemmas. Invoking Lemmas 9.4.2 and 9.4.4, we shall discuss convergence of $(n_i(\cdot,t))_{t>0}$ as $t \to \infty$. However, integrability around $t = \infty$ does not assure convergence as $t \to \infty$, and so we need the following lemma. The proof is based on parabolic regularity theory.

**Lemma 9.4.5.** Under the assumption of Theorem 9.1.1, there exist constants $C_{33} > 0$ and $\theta_0 > 0$ such that

\[ \|n_i\|_{C^{\theta_0, \frac{\theta_0}{2}}(\Omega \times [t,t+1])} \leq C_{33} \quad \text{for all } t \geq 1 \text{ and } i = 1, 2, \]

where $n_1, n_2$ are the first and second components of the solution.

**(Proof.** Aided by Lemmas 9.3.8, 9.3.9 and 9.3.10, standard parabolic regularity argument ([98, Theorem V.1.1], or [156, Theorem 1.3] with the argument in [100, Proof of Lemma 7.3]) yields the assertion of this lemma.

In the proof of convergence of $(n_i(\cdot,t))_{t>0}$ as $t \to \infty$ we will apply the following lemma (see Lemma 6.3.1).

**Lemma 9.4.6.** Let $n \in C^0(\overline{\Omega} \times [0,\infty))$ satisfy that there exist constants $C^* > 0$ and $\theta^* > 0$ such that

\[ \|n\|_{C^{\theta^*, \frac{\theta^*}{2}}(\Omega \times [t,t+1])} \leq C^* \quad \text{for all } t \geq 1. \]

Assume that

\[ \int_0^\infty \int_\Omega (n(x,t) - N^*)^2 \, dx \, dt < \infty \]

with some constant $N^* > 0$. Then

\[ n(\cdot,t) \to N^* \text{ in } C^0(\overline{\Omega}) \text{ as } t \to \infty. \]
Now we have already prepared all tools to prove stabilization of \( n_1, n_2 \).

**Lemma 9.4.7.** Under the assumption of Theorem 9.1.1, the solution of (9.1.1) satisfies the following.

(i) Assume that \( a_1, a_2 \in (0, 1) \). Then

\[
\|n_1(\cdot, t) - N_1\|_{L^\infty(\Omega)} \to 0, \quad \|n_2(\cdot, t) - N_2\|_{L^\infty(\Omega)} \to 0 \quad \text{as } t \to \infty,
\]

where \( N_1 = \frac{1-a_1}{1-a_1a_2}, N_2 = \frac{1-a_2}{1-a_1a_2} \).

(ii) Assume that \( a_1 \geq 1 > a_2 \). Then

\[
\|n_1(\cdot, t)\|_{L^\infty(\Omega)} \to 0, \quad \|n_2(\cdot, t) - 1\|_{L^\infty(\Omega)} \to 0 \quad \text{as } t \to \infty.
\]

**Proof.** In view of Lemmas 9.4.2, 9.4.4 and 9.4.5 we only need to apply Lemma 9.4.6. \( \square \)

We next give the following lemma to establish the decay properties of \( c \) and \( u \).

**Lemma 9.4.8.** Let \( a_2 \in (0, 1) \). Under the assumption of Theorem 9.1.1, the solution of (9.1.1) satisfies that for all \( C \in (0, |\Omega| \min\{N_2, 1\}) \) there exists \( T > 0 \) such that

\[
\int_\Omega n_2 \geq C \quad \text{for all } t > T.
\]

**Proof.** We first deal with the case that \( a_1, a_2 \in (0, 1) \). Noting from Lemma 9.4.7 that

\[
\int_\Omega n_2 \to \int_\Omega N_2 = N_2|\Omega| \quad \text{as } t \to \infty,
\]

we have that for all \( \varepsilon > 0 \) there exists \( T_1 > 0 \) such that

\[
\int_\Omega n_2 \geq N_2|\Omega| - \varepsilon \quad \text{for all } t > T_1.
\]

In the case that \( a_1 \geq 1 > a_2 \) we also see that for all \( \varepsilon > 0 \) there exists \( T_2 > 0 \) such that

\[
\int_\Omega n_2 \geq |\Omega| - \varepsilon \quad \text{for all } t > T_2,
\]

which means the end of the proof. \( \square \)

Aided by Lemma 9.4.8, similar arguments as in [201, Sections 4 and 6] lead to the following result.

**Lemma 9.4.9.** Under the assumption of Theorem 9.1.1, the solution of (9.1.1) satisfies

\[
\|c(\cdot, t)\|_{L^\infty(\Omega)} \to 0, \quad \|u(\cdot, t)\|_{L^\infty(\Omega)} \to 0 \quad \text{as } t \to \infty.
\]

**Proof of Theorem 9.1.2.** Lemmas 9.4.7 and 9.4.9 directly show Theorem 9.1.2. \( \square \)
Chapter 10

Global existence and asymptotic behaviour in a three-dimensional two-species chemotaxis-Navier–Stokes system with competitive kinetics

10.1. Problem and results

This chapter deals with the following two-species chemotaxis-Navier–Stokes system with Lotka–Volterra competitive kinetics:

\[
\begin{cases}
  (n_1)_t + u \cdot \nabla n_1 = \Delta n_1 - \chi_1 \nabla \cdot (n_1 \nabla c) + \mu_1 n_1 (1 - n_1 - a_1 n_2) & \text{in } \Omega \times (0, \infty), \\
  (n_2)_t + u \cdot \nabla n_2 = \Delta n_2 - \chi_2 \nabla \cdot (n_2 \nabla c) + \mu_2 n_2 (1 - a_2 n_1 - n_2) & \text{in } \Omega \times (0, \infty), \\
  c_t + u \cdot \nabla c = \Delta c - (\alpha n_1 + \beta n_2) c & \text{in } \Omega \times (0, \infty), \\
  u_t + \kappa (u \cdot \nabla) u = \Delta u + \nabla P + (\gamma n_1 + \delta n_2) \nabla \Phi, & \nabla \cdot u = 0 & \text{in } \Omega \times (0, \infty), \\
  \partial_{\nu} n_1 = \partial_{\nu} n_2 = \partial_{\nu} c = 0, & u = 0 & \text{on } \partial \Omega \times (0, \infty), \\
  n_1(\cdot, 0) = n_{1,0}, & n_2(\cdot, 0) = n_{2,0}, & c(\cdot, 0) = c_0, & u(\cdot, 0) = u_0 & \text{in } \Omega,
\end{cases}
\]

where \( \Omega \) is a bounded domain in \( \mathbb{R}^3 \) with smooth boundary \( \partial \Omega \) and \( \partial_{\nu} \) denotes differentiation with respect to the outward normal of \( \partial \Omega \); \( \kappa = 1, \chi_1, \chi_2, a_1, a_2 \geq 0 \) and \( \mu_1, \mu_2, \alpha, \beta, \gamma, \delta > 0 \) are constants; \( n_{1,0}, n_{2,0}, c_0, u_0, \Phi \) are known functions satisfying

\[
\begin{align*}
  0 < n_{1,0}, n_{2,0} & \in C(\overline{\Omega}), & 0 < c_0 & \in W^{1,q}(\Omega), & u_0 & \in D(A^{\theta}), \\
  \Phi & \in C^{1+\lambda}(\overline{\Omega})
\end{align*}
\]

for some \( q > 3, \theta \in (\frac{3}{4}, 1), \lambda \in (0, 1) \) and \( A \) denotes the realization of the Stokes operator under homogeneous Dirichlet boundary conditions in the solenoidal subspace \( L^2_{\alpha}(\Omega) \) of \( L^2(\Omega) \).
In the mathematical point of view, difficulties of this problem are mainly caused by the chemotaxis terms $-\chi_1 \nabla \cdot (n_1 \nabla c)$, $-\chi_2 \nabla \cdot (n_2 \nabla c)$, the competitive kinetics $\mu_1 n_1 (1 - n_1 - a_1 n_2)$, $\mu_2 n_2 (1 - a_2 n_1 - n_2)$ and the Navier–Stokes equation which is the fourth equation in (10.1.1). In the case that $n_2 = 0$, global existence of weak solutions, and their eventual smoothness and stabilization were shown in [101]. On the other hand, in the case that $n_2 \neq 0$ and $\Omega \subset \mathbb{R}^2$, global existence and boundedness of classical solutions to (10.1.1) were attained (Chapter 9). Moreover, in the case that $\kappa = 0$ in (10.1.1), which namely means that the fourth equation in (10.1.1) is the Stokes equation, global existence and stabilization are in Chapter 11 (see later); in the case that $\kappa = 0$ in (10.1.1) and that $-(\alpha n_1 + \beta n_2)c$ is replaced with $+\alpha n_1 + \beta n_2 - c$, boundedness of classical solutions to the Keller–Segel-Stokes system and their asymptotic behaviour are in Chapter 12 (see later).

As we mentioned above, global classical solutions are found in (10.1.1) in the 2D setting and the case that $\kappa = 0$. However, global existence of solutions in 3-dimensional setting has not been attained. Thus the main purposes of this chapter is to obtain global existence of solutions to (10.1.1) in the case that $\Omega \subset \mathbb{R}^3$. Nevertheless, because of the difficulties of the Navier–Stokes equation, we can not expect global existence of classical solutions to (10.1.1) in the 3-dimensional case. Therefore our goal is to obtain global existence of weak solutions to (10.1.1) in the following sense.

**Definition 10.1.1.** A quadruple $(n_1, n_2, c, u)$ is called a (global) weak solution of (10.1.1) if

\[
\begin{align*}
n_1, n_2 &\in L^2_{\text{loc}}([0, \infty); L^2(\Omega)) \cap L^{\frac{4}{3}}_{\text{loc}}([0, \infty); W^{1,\frac{4}{3}}(\Omega)), \\
c &\in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega)), \\
u &\in L^2_{\text{loc}}([0, \infty); W^{1,2}_{0,\sigma}(\Omega))
\end{align*}
\]

and for all $T > 0$ the identities

\[
\begin{align*}
- \int_0^T \int_{\Omega} n_1 \varphi_t - \int_{\Omega} n_{1,0} \varphi(\cdot, 0) &- \int_0^T \int_{\Omega} n_1 u \cdot \nabla \varphi \\
&= - \int_0^T \int_{\Omega} \nabla n_1 \cdot \nabla \varphi + \chi_1 \int_0^T \int_{\Omega} n_1 \nabla c \cdot \nabla \varphi + \mu_1 \int_0^T \int_{\Omega} n_1 (1 - n_1 - a_1 n_2) \varphi,
\end{align*}
\]

\[
\begin{align*}
- \int_0^T \int_{\Omega} n_2 \varphi_t - \int_{\Omega} n_{2,0} \varphi(\cdot, 0) &- \int_0^T \int_{\Omega} n_2 u \cdot \nabla \varphi \\
&= - \int_0^T \int_{\Omega} \nabla n_2 \cdot \nabla \varphi + \chi_2 \int_0^T \int_{\Omega} n_2 \nabla c \cdot \nabla \varphi + \mu_2 \int_0^T \int_{\Omega} n_2 (1 - a_2 n_1 - n_2) \varphi,
\end{align*}
\]

\[
\begin{align*}
- \int_0^T \int_{\Omega} c \varphi_t - \int_{\Omega} c_0 \varphi(\cdot, 0) &- \int_0^T \int_{\Omega} c u \cdot \nabla \varphi \\
&= - \int_0^T \int_{\Omega} \nabla c \cdot \nabla \varphi - \int_0^T \int_{\Omega} (\alpha n_1 + \beta n_2) c \varphi,
\end{align*}
\]

\[
\begin{align*}
- \int_0^T \int_{\Omega} u \cdot \psi_t - \int_{\Omega} u_0 \cdot \psi(\cdot, 0) &- \int_0^T \int_{\Omega} u \otimes u \cdot \nabla \psi \\
&= - \int_0^T \int_{\Omega} \nabla u \cdot \nabla \psi + \int_0^T \int_{\Omega} (\gamma n_1 + \delta n_2) \nabla \psi \cdot \nabla \Phi
\end{align*}
\]
hold for all \( \varphi \in C_0^\infty(\bar{\Omega} \times [0, \infty)) \) and all \( \psi \in C_0^{\infty}(\Omega \times [0, \infty)) \), respectively.

Now the main results read as follows. The first theorem is concerned with global existence of weak solutions to (10.1.1).

**Theorem 10.1.1.** Let \( \Omega \subset \mathbb{R}^3 \) be a bounded smooth domain and let \( \chi_1, \chi_2, a_1, a_2 \geq 0 \) and \( \mu_1, \mu_2, \alpha, \beta, \gamma, \delta > 0 \). Assume that \( n_{1,0}, n_{2,0}, c_0, u_0 \) satisfy (10.1.2) with some \( q > 3 \) and \( \theta \in (\frac{3}{2}, 1) \) and \( \Phi \in C^{1,\lambda}(\Omega) \) for some \( \lambda \in (0, 1) \). Then there is a weak solution of (10.1.1), which can be approximated by a sequence of solutions \((n_{1,\varepsilon}, n_{2,\varepsilon}, c_\varepsilon, u_\varepsilon)\) of (10.2.1) (see Section 10.2) in a pointwise manner.

The second theorem gives eventual smoothness and stabilization.

**Theorem 10.1.2.** Let the assumption of Theorem 10.1.1 be satisfied. Then there are \( T > 0 \) and \( \alpha' \in (0, 1) \) such that the solution \((n_1, n_2, c, u)\) given by Theorem 10.1.1 satisfies

\[
n_1, n_2, c \in C^{2+\alpha',1+\alpha'}(\bar{\Omega} \times [T, \infty)), \quad u \in C^{2+\alpha',1+\alpha'}(\bar{\Omega} \times [T, \infty)).
\]

Moreover, the solution of (10.1.1) has the following properties:

(i) Assume that \( a_1, a_2 \in (0, 1) \). Then

\[
n_1(\cdot, t) \to N_1, \quad n_2(\cdot, t) \to N_2, \quad c(\cdot, t) \to 0, \quad u(\cdot, t) \to 0 \quad \text{in} \quad L^\infty(\Omega)
\]

as \( t \to \infty \), where

\[
N_1 := \frac{1 - a_1}{1 - a_1 a_2}, \quad N_2 := \frac{1 - a_2}{1 - a_1 a_2}.
\]

(ii) Assume that \( a_1 \geq 1 > a_2 \). Then

\[
n_1(\cdot, t) \to 0, \quad n_2(\cdot, t) \to 1, \quad c(\cdot, t) \to 0, \quad u(\cdot, t) \to 0 \quad \text{in} \quad L^\infty(\Omega)
\]

as \( t \to \infty \).

The proofs of the main theorems are based on the arguments in [101]. The strategies for the proofs is to construct energy estimates for the solution \((n_{1,\varepsilon}, n_{2,\varepsilon}, c_\varepsilon, u_\varepsilon)\) of (10.2.1). In Section 10.2 we consider the energy function \( \mathcal{F}_\varepsilon \) defined as

\[
\mathcal{F}_\varepsilon := \int_\Omega n_{1,\varepsilon} \log n_{1,\varepsilon} + \int_\Omega n_{2,\varepsilon} \log n_{2,\varepsilon} + \frac{\chi}{2} \int_\Omega \frac{|\nabla c_\varepsilon|^2}{c_\varepsilon} + k_4 \chi \int_\Omega |u_\varepsilon|^2
\]

with some constant \( \chi > 0 \). Noting that for all \( \rho, \xi_i > 0 \) there exists \( C > 0 \) such that

\[
\int_\Omega \nabla c_\varepsilon \cdot \nabla n_{i,\varepsilon} \left( \frac{\chi_i}{1 + \varepsilon n_{i,\varepsilon}} - \frac{\chi \alpha (\text{or} \chi \beta)}{1 + \varepsilon (\alpha n_{i,\varepsilon} + \beta n_{2,\varepsilon})} \right) \\
\leq \rho \int_\Omega \frac{|\nabla c_\varepsilon|^4}{c_\varepsilon^3} + \xi_i \int_\Omega \frac{|\nabla n_{i,\varepsilon}|^2}{n_{i,\varepsilon}} + C \int_\Omega n_{i,\varepsilon}^2 \quad (i = 1, 2),
\]
which did not appear in the previous work [101], from the estimate for the energy function $\mathcal{F}_\varepsilon$ we obtain global-in-time solvability of approximate solutions. Then we moreover see convergence as $\varepsilon \searrow 0$. Furthermore, in Section 10.3, according to an argument similar to Chapter 9, by putting

$$
G_{\varepsilon,B} := \int_\Omega \left( n_{1\varepsilon} - N_1 \log \frac{n_{1\varepsilon}}{N_1} \right) + \int_\Omega \left( n_{2\varepsilon} - N_2 \log \frac{n_{2\varepsilon}}{N_2} \right) + \frac{B}{2} \int_\Omega c_\varepsilon^2
$$

with suitable constant $B > 0$ and establishing the Hölder estimates for the solution of (10.1.1) through the estimate for the energy function $G_{\varepsilon,B},$ we can discuss convergence of $(n_1(\cdot,t), n_2(\cdot,t), c(\cdot,t), u(\cdot,t))$ as $t \to \infty$.

10.2. Proof of Theorem 10.1.1 (Global existence)

We will start by considering an approximate problem with parameter $\varepsilon > 0$, namely:

(10.2.1)

$$
\begin{aligned}
(n_{1\varepsilon})_t + u_\varepsilon \cdot \nabla n_{1\varepsilon} &= \Delta n_{1\varepsilon} - \chi_1 \nabla \cdot \left( \frac{n_{1\varepsilon}}{1 + \varepsilon n_{1\varepsilon}} \nabla c_\varepsilon \right) + \mu_1 n_{1\varepsilon} (1 - n_{1\varepsilon} - a_1 n_{2\varepsilon}), \\
(n_{2\varepsilon})_t + u_\varepsilon \cdot \nabla n_{2\varepsilon} &= \Delta n_{2\varepsilon} - \chi_2 \nabla \cdot \left( \frac{n_{2\varepsilon}}{1 + \varepsilon n_{2\varepsilon}} \nabla c_\varepsilon \right) + \mu_2 n_{2\varepsilon} (1 - a_2 n_{1\varepsilon} - n_{2\varepsilon}), \\
(c_\varepsilon)_t + u_\varepsilon \cdot \nabla c_\varepsilon &= \Delta c_\varepsilon - c_\varepsilon \frac{1}{\varepsilon} \log (1 + \varepsilon (a n_{1\varepsilon} + \beta n_{2\varepsilon})), \\
(u_\varepsilon)_t + (Y_\varepsilon u_\varepsilon \cdot \nabla) u_\varepsilon &= \Delta u_\varepsilon + \nabla P_\varepsilon + (\gamma n_{1\varepsilon} + \delta n_{2\varepsilon}) \nabla \varphi, \quad \nabla \cdot u_\varepsilon = 0, \\
\partial_\nu n_{1\varepsilon}|_{\partial \Omega} = \partial_\nu n_{2\varepsilon}|_{\partial \Omega} = \partial_\nu c_\varepsilon|_{\partial \Omega} = 0, \quad u_\varepsilon|_{\partial \Omega} = 0, \\
n_{1\varepsilon}(\cdot,0) = n_{1,0}, \quad n_{2\varepsilon}(\cdot,0) = n_{2,0}, \quad c_\varepsilon(\cdot,0) = c_0, \quad u_\varepsilon(\cdot,0) = u_0,
\end{aligned}
$$

where $Y_\varepsilon = (1 + \varepsilon A)^{-1}$, and provide estimates for its solutions. We first give the following result which states local existence in (10.1.1).

**Lemma 10.2.1.** Let $\chi_1, \chi_2, a_1, a_2 \geq 0$, $\mu_1, \mu_2, \alpha, \beta, \gamma, \delta > 0$, and $\varphi \in C^{1+\lambda}(\overline{\Omega})$ for some $\lambda \in (0,1)$ and assume that $n_{1,0}, n_{2,0}, c_0, u_0$ satisfy (10.1.2) with some $q > 3, \theta \in (\frac{3}{4},1)$. Then for all $\varepsilon > 0$ there are $T_{\max,\varepsilon}$ and uniquely determined functions:

$$
\begin{aligned}
n_{1\varepsilon}, n_{2\varepsilon} &\in C^0(\overline{\Omega} \times [0, T_{\max,\varepsilon})) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\max,\varepsilon})), \\
c_\varepsilon &\in C^0(\overline{\Omega} \times [0, T_{\max,\varepsilon})) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\max,\varepsilon})) \cap L^\infty([0, T_{\max,\varepsilon}); W^{1,q}(\Omega)), \\
u_\varepsilon &\in C^0(\overline{\Omega} \times [0, T_{\max,\varepsilon})) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\max,\varepsilon})),
\end{aligned}
$$

which together with some $P_\varepsilon \in C^{1,0}(\overline{\Omega} \times (0, T_{\max,\varepsilon}))$ solve (10.2.1) classically. Moreover, $n_{1\varepsilon}, n_{2\varepsilon}$ and $c_\varepsilon$ are positive and the following alternative holds: $T_{\max,\varepsilon} = \infty$ or

(10.2.2) \[ \|n_{1\varepsilon}(\cdot,t)\|_{L^\infty(\Omega)} + \|n_{2\varepsilon}(\cdot,t)\|_{L^\infty(\Omega)} + \|c_\varepsilon(\cdot,t)\|_{W^{1,q}(\Omega)} + \|A^q u_\varepsilon(\cdot,t)\|_{L^2(\Omega)} \to \infty \]

as $t \nearrow T_{\max,\varepsilon}$.

We next show the following lemma which holds a key for the proof of Theorem 10.1.1. This lemma derives the estimate for the energy function.
Lemma 10.2.2. For all $\xi_1, \xi_2 \in (0, 1)$ and $\chi > 0$ there are $C, \overline{C}, \widetilde{C}, k, \overline{k} > 0$ such that

$$F_\varepsilon := \int_\Omega n_{1,\varepsilon} \log n_{1,\varepsilon} + \int_\Omega n_{2,\varepsilon} \log n_{2,\varepsilon} + \frac{\chi}{2} \int_\Omega \frac{\nabla c_\varepsilon^2}{c_\varepsilon} + \overline{k} \int_\Omega |u_\varepsilon|^2$$

satisfies

$$\frac{d}{dt} F_\varepsilon \leq -\frac{\mu_1}{4} \int_\Omega n_{1,\varepsilon}^2 \log n_{1,\varepsilon} - \frac{\mu_2}{4} \int_\Omega n_{2,\varepsilon}^2 \log n_{2,\varepsilon} + (1 - \xi_1) \int_\Omega \frac{\nabla n_{1,\varepsilon}^2}{n_{1,\varepsilon}} + (1 - \xi_2) \int_\Omega \frac{\nabla n_{2,\varepsilon}^2}{n_{2,\varepsilon}} + C \int_\Omega n_{1,\varepsilon}^2 + \overline{C} \int_\Omega n_{2,\varepsilon}^2 + \widetilde{C}$$

$$- k \int_\Omega c_\varepsilon |D^2 \log c_\varepsilon|^2 - k \int_\Omega \frac{\nabla c_\varepsilon^4}{c_\varepsilon^2} - k \int_\Omega |\nabla u_\varepsilon|^2$$

on $(0, T_{\text{max}, \varepsilon})$ for all $\varepsilon > 0$.

Proof. Noting, the boundedness of $s(1 - s)$ and $s(1 - \frac{s}{2}) \log s$, we have that there exists $C_1 > 0$ such that

$$\frac{d}{dt} \int_\Omega n_{1,\varepsilon} \log n_{1,\varepsilon} = - \int_\Omega \frac{\nabla n_{1,\varepsilon}^2}{n_{1,\varepsilon}} + \chi \int_\Omega \frac{\nabla c_\varepsilon \cdot \nabla n_{1,\varepsilon}}{1 + \varepsilon n_{1,\varepsilon}} + \mu_1 \int_\Omega n_{1,\varepsilon} (1 - n_{1,\varepsilon} - a_1 n_{2,\varepsilon}) \log n_{1,\varepsilon} + \mu_1 \int_\Omega n_{1,\varepsilon} (1 - n_{1,\varepsilon} - a_1 n_{2,\varepsilon})$$

$$\leq - \int_\Omega \frac{\nabla n_{1,\varepsilon}^2}{n_{1,\varepsilon}} + \chi \int_\Omega \frac{\nabla c_\varepsilon \cdot \nabla n_{1,\varepsilon}}{1 + \varepsilon n_{1,\varepsilon}} - \frac{\mu_1}{2} \int_\Omega n_{1,\varepsilon}^2 \log n_{1,\varepsilon}$$

$$- \mu_1 a_1 \int_\Omega n_{1,\varepsilon} n_{2,\varepsilon} \log n_{1,\varepsilon} - \mu_1 a_1 \int_\Omega n_{1,\varepsilon} n_{2,\varepsilon} + C_1.$$  

Similarly, there is $C_2 > 0$ such that

$$\frac{d}{dt} \int_\Omega n_{2,\varepsilon} \log n_{2,\varepsilon} \leq - \int_\Omega \frac{\nabla n_{2,\varepsilon}^2}{n_{2,\varepsilon}} + \chi \int_\Omega \frac{\nabla c_\varepsilon \cdot \nabla n_{2,\varepsilon}}{1 + \varepsilon n_{2,\varepsilon}} - \frac{\mu_2}{2} \int_\Omega n_{2,\varepsilon}^2 \log n_{2,\varepsilon}$$

$$- \mu_2 a_2 \int_\Omega n_{1,\varepsilon} n_{2,\varepsilon} \log n_{2,\varepsilon} - \mu_2 a_2 \int_\Omega n_{1,\varepsilon} n_{2,\varepsilon} + C_2.$$  

According to an argument similar to that in the proof of [101, Lemma 2.8], there exist $k_1, C_3, C_4 > 0$ such that

$$\frac{d}{dt} \int_\Omega \frac{\nabla c_\varepsilon^2}{c_\varepsilon} \leq - k_1 \int_\Omega c_\varepsilon |D^2 \log c_\varepsilon|^2 - k_1 \int_\Omega \frac{\nabla c_\varepsilon^4}{c_\varepsilon^2}$$

$$+ C_3 + C_4 \int_\Omega |\nabla u_\varepsilon|^2 - 2 \int_\Omega \frac{\alpha \nabla c_\varepsilon \cdot \nabla n_{1,\varepsilon} + \beta \nabla c_\varepsilon \cdot \nabla n_{2,\varepsilon}}{1 + \varepsilon (a n_{1,\varepsilon} + \beta n_{2,\varepsilon})}.$$  
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Now we let \( \bar{k}, \eta_1, \eta_2, k \) be constants satisfying \( \frac{C_1}{2} - \bar{k} = -\frac{k_1}{4}, \eta_1 = \frac{\mu_1}{4k}, \eta_2 = \frac{\mu_2}{4k} \) and \( k = \frac{\sqrt{2}}{4} \). Then we have

\[
\frac{d}{dt} \int_{\Omega} |u_\varepsilon|^2 \leq -2 \int_{\Omega} \nabla u_\varepsilon |^2 - 2 \int_{\Omega} u_\varepsilon \cdot (Y_\varepsilon u_\varepsilon \cdot \nabla) u_\varepsilon + 2 \int_{\Omega} u_\varepsilon \cdot (\gamma n_{1,\varepsilon} + \delta n_{2,\varepsilon}) \nabla \Phi.
\]

From the Schwarz inequality, the Poincaré inequality, the Young inequality and the fact that \( \int_{\Omega} \varphi^2 \leq a \int_{\Omega} \varphi \log \varphi + |\Omega| \varphi^\frac{2}{4} \) holds for any positive function \( \varphi \) and any \( a > 0 \), there exist \( C_5, C_\eta, C_{n_2} > 0 \) such that

\[
\gamma \int_{\Omega} |n_{1,\varepsilon} \nabla \Phi \cdot u_\varepsilon| \leq \gamma \|\nabla \Phi\|_{L^\infty} \left( \int_{\Omega} n_{1,\varepsilon} \right)^{\frac{1}{2}} \left( \int_{\Omega} |u_\varepsilon|^2 \right)^{\frac{1}{2}}
\]

\[
\leq \gamma \|\nabla \Phi\|_{L^\infty} \left( \int_{\Omega} n_{1,\varepsilon} \right)^{\frac{1}{2}} \left( C_5 \int_{\Omega} |\nabla u_\varepsilon|^2 \right)^{\frac{1}{2}}
\]

\[
\leq \gamma^2 C_5 \|\nabla \Phi\|_{L^\infty}^2 \int_{\Omega} n_{1,\varepsilon} + \frac{1}{4} \int_{\Omega} |\nabla u_\varepsilon|^2
\]

\[
\leq \frac{\eta_2}{2} \int_{\Omega} n_{1,\varepsilon} \log n_{1,\varepsilon} + \frac{C_{n_2}}{2} + \frac{1}{4} \int_{\Omega} |\nabla u_\varepsilon|^2
\]

and

\[
\delta \int_{\Omega} |n_{2,\varepsilon} \nabla \Phi \cdot u_\varepsilon| \leq \frac{\eta_2}{2} \int_{\Omega} n_{2,\varepsilon} \log n_{2,\varepsilon} + \frac{C_{n_2}}{2} + \frac{1}{4} \int_{\Omega} |\nabla u_\varepsilon|^2
\]

hold. Therefore we have

(10.2.6) \( \frac{d}{dt} \int_{\Omega} |u_\varepsilon|^2 \leq - \int_{\Omega} |\nabla u_\varepsilon|^2 + \eta_1 \int_{\Omega} n_{1,\varepsilon} \log n_{1,\varepsilon} + \eta_2 \int_{\Omega} n_{2,\varepsilon} \log n_{2,\varepsilon} + C_{n_1} + C_{n_2} \).

Thus a combination of (10.2.3), (10.2.4), (10.2.5) and (10.2.6) leads to

\[
\frac{d}{dt} \left[ \int_{\Omega} n_{1,\varepsilon} \log n_{1,\varepsilon} + \int_{\Omega} n_{2,\varepsilon} \log n_{2,\varepsilon} + \frac{\chi}{2} \int_{\Omega} |\nabla c_\varepsilon|^2 + \bar{k} \chi \int_{\Omega} |u_\varepsilon|^2 \right]
\]

\[
\leq \left( \bar{k} \chi \eta_1 - \frac{\mu_1}{2} \right) \int_{\Omega} n_{1,\varepsilon} \log n_{1,\varepsilon} + \frac{\mu_2}{2} \int_{\Omega} n_{2,\varepsilon} \log n_{2,\varepsilon}
\]

\[
- \left( \int_{\Omega} |\nabla n_{1,\varepsilon}|^2 + \int_{\Omega} |\nabla n_{2,\varepsilon}|^2 \right) + \left( \frac{\chi}{2} C_4 - \bar{k} \chi \right) \int_{\Omega} |\nabla u_\varepsilon|^2
\]

\[
+ \int_{\Omega} \nabla c_\varepsilon \cdot \nabla n_{1,\varepsilon} \left( \frac{\chi_1}{1 + \varepsilon n_{1,\varepsilon}} - \frac{\chi_2}{1 + \varepsilon (an_{1,\varepsilon} + \beta n_{2,\varepsilon})} \right)
\]

\[
+ \int_{\Omega} \nabla c_\varepsilon \cdot \nabla n_{2,\varepsilon} \left( \frac{\chi_2}{1 + \varepsilon n_{2,\varepsilon}} - \frac{\chi_3}{1 + \varepsilon (an_{1,\varepsilon} + \beta n_{2,\varepsilon})} \right)
\]

\[
- \frac{\chi}{2} k_1 \int_{\Omega} c_\varepsilon \cdot D^2 \log c_\varepsilon|^2 - \frac{\chi}{2} k_1 \int_{\Omega} \left| \nabla c_\varepsilon \right|^4 + C_1 + C_2 + \frac{\chi}{2} C_3 + \bar{k} \chi (C_{n_1} + C_{n_2})
\]

\[
- \mu_1 a_1 \int_{\Omega} n_{1,\varepsilon} n_{2,\varepsilon} (\log n_{1,\varepsilon} + 1) - \mu_2 a_2 \int_{\Omega} n_{1,\varepsilon} n_{2,\varepsilon} (\log n_{2,\varepsilon} + 1).
\]
Here, since $n_{1,e}, n_{2,e}$ are nonnegative, we can find $C_6, C_7 > 0$ such that

$$\int_{\Omega} \nabla c_{e} \cdot \nabla n_{1,e} \left( \frac{\chi_1}{1 + \varepsilon n_{1,e}} - \frac{\chi_\alpha}{1 + \varepsilon (\alpha n_{1,e} + \beta n_{2,e})} \right)$$

$$\leq (\chi_1 + \chi_\alpha) \int_{\Omega} |\nabla c_{e} \cdot \nabla n_{1,e}|$$

$$\leq \frac{\chi_1 k_1}{8 \|c_0\|_{L^\infty}^3} \int_{\Omega} |\nabla c_{e}|^2 + C_6 \int_{\Omega} |\nabla n_{1,e}|^4$$

$$\leq \frac{\chi_1 k_1}{8} \int_{\Omega} \frac{|\nabla c_{e}|^4}{c_0^3} + \xi_1 \int_{\Omega} \frac{|\nabla n_{1,e}|^2}{n_{1,e}} + C_7 \int_{\Omega} n_{1,e}^2$$

and there is $C_8 > 0$ such that

$$\int_{\Omega} \nabla c_{e} \cdot \nabla n_{2,e} \left( \frac{\chi_2}{1 + \varepsilon n_{2,e}} - \frac{\chi_\beta}{1 + \varepsilon (\alpha n_{1,e} + \beta n_{2,e})} \right)$$

$$\leq \frac{\chi_2 k_1}{8} \int_{\Omega} \frac{|\nabla c_{e}|^4}{c_0^3} + \xi_2 \int_{\Omega} \frac{|\nabla n_{2,e}|^2}{n_{2,e}} + C_8 \int_{\Omega} n_{2,e}^2,$$

which with the fact that $s \log s \geq -\frac{1}{\varepsilon} (s > 0)$ enables us to obtain

$$\left( \bar{k}\chi \eta_1 - \frac{\mu_1}{2} \right) \int_{\Omega} n_{1,e}^2 \log n_{1,e} + \left( \bar{k}\chi \eta_2 - \frac{\mu_2}{2} \right) \int_{\Omega} n_{2,e}^2 \log n_{2,e}$$

$$- \left( \int_{\Omega} \frac{|\nabla n_{1,e}|^2}{n_{1,e}} + \int_{\Omega} \frac{|\nabla n_{2,e}|^2}{n_{2,e}} \right) + \left( \frac{\chi}{2} C_1 - \bar{k}\chi \right) \int_{\Omega} |\nabla u_e|^2$$

$$+ \int_{\Omega} \nabla c_{e} \cdot \nabla n_{1,e} \left( \frac{\chi_1}{1 + \varepsilon n_{1,e}} - \frac{\chi_\alpha}{1 + \varepsilon (\alpha n_{1,e} + \beta n_{2,e})} \right)$$

$$+ \int_{\Omega} \nabla c_{e} \cdot \nabla n_{2,e} \left( \frac{\chi_2}{1 + \varepsilon n_{2,e}} - \frac{\chi_\beta}{1 + \varepsilon (\alpha n_{1,e} + \beta n_{2,e})} \right)$$

$$- \frac{\chi_1 k_1}{8} \int_{\Omega} c_0 D^2 \log c_{e}^2 - \frac{\chi_2 k_1}{8} \int_{\Omega} \frac{|\nabla c_{e}|^4}{c_0^3} + C_1 + C_2 + \frac{\chi}{2} C_3 + \bar{k}\chi (C_{n_1} + C_{n_2})$$

$$- \mu_1 a_1 \int_{\Omega} n_{1,e} n_{2,e} (\log n_{1,e} + 1) - \mu_2 a_2 \int_{\Omega} n_{1,e} n_{2,e} (\log n_{2,e} + 1)$$

$$\leq - \frac{\mu_1}{4} \int_{\Omega} n_{1,e}^2 \log n_{1,e} - \frac{\mu_2}{4} \int_{\Omega} n_{2,e}^2 \log n_{2,e}$$

$$- (1 - \xi_1) \int_{\Omega} \frac{|\nabla n_{1,e}|^2}{n_{1,e}} - (1 - \xi_2) \int_{\Omega} \frac{|\nabla n_{2,e}|^2}{n_{1,e}}$$

$$- k \int_{\Omega} |\nabla u_e|^2 - k \int_{\Omega} c_e D^2 \log c_e - k \int_{\Omega} \frac{|\nabla c_e|^4}{c_0^3} + C_7 \int_{\Omega} n_{1,e}^2 + C_8 \int_{\Omega} n_{2,e}^2 + C_9.$$

Therefore we obtain this lemma. \(\square\)

**Proof of Theorem 10.1.1.** Let \(\tau = \min\{1, \frac{1}{2} T_{\max,e}\}, \xi_1, \xi_2 \in (0, 1)\) and \(\chi > 0\). Lemma
10.2.2, the facts that \( s^2 \log s \geq s \log s - \frac{1}{2s} (s > 0) \) and \( n_{1, \varepsilon}, n_{2, \varepsilon}, c_\varepsilon > 0 \) imply
\[
\frac{d}{dt} F_\varepsilon + F_\varepsilon \leq C \int_{\Omega} n_{1, \varepsilon}^2 + C \int_{\Omega} n_{2, \varepsilon}^2 + \tilde{C}'
\]
for some \( C, \tilde{C}, \tilde{C}' > 0 \). According to \([101, \text{Lemma 2.5}]\), there exists \( C_1 > 0 \) such that
\[
\int_{t}^{t+\tau} \int_{\Omega} n_{i, \varepsilon}^2 \leq C_1
\]
for all \( t \in (0, T_{\text{max}, \varepsilon} - \tau) \) and each \( i = 1, 2 \). From the uniform Gronwall type lemma (see e.g., \([176, \text{Lemma 3.2}]\)) we can find \( C_2 > 0 \) such that
\[
\begin{align*}
(10.2.7) & \quad \int_{\Omega} n_{1, \varepsilon} \log n_{1, \varepsilon} + \int_{\Omega} n_{2, \varepsilon} \log n_{2, \varepsilon} + \frac{\chi}{2} \int_{\Omega} |\nabla c_\varepsilon|^2 + \bar{\kappa} \int_{\Omega} |u_\varepsilon|^2 \leq C_2 \\
& \quad + (1 - \xi_1) \int_{t}^{t+\tau} \int_{\Omega} |\nabla n_{1, \varepsilon}|^2 + (1 - \xi_2) \int_{t}^{t+\tau} \int_{\Omega} |\nabla n_{2, \varepsilon}|^2 \leq C_3
\end{align*}
\]
and
\[
(10.2.9) & \quad \int_{t}^{t+\tau} \int_{\Omega} \frac{|\nabla c_\varepsilon|^4}{c_\varepsilon^3} + \int_{t}^{t+\tau} \int_{\Omega} |u_\varepsilon|^2 \leq C_3
\]
as well as
\[
(10.2.10) & \quad \int_{t}^{t+\tau} \int_{\Omega} |\nabla n_{1, \varepsilon}|^\frac{4}{3} + \int_{t}^{t+\tau} \int_{\Omega} |\nabla n_{2, \varepsilon}|^\frac{4}{3} \\
& \quad + \int_{t}^{t+\tau} \int_{\Omega} |\nabla c_\varepsilon|^2 + \int_{t}^{t+\tau} \int_{\Omega} |\nabla c_\varepsilon|^4 + \int_{t}^{t+\tau} \int_{\Omega} n_{1, \varepsilon}^2 + \int_{t}^{t+\tau} \int_{\Omega} n_{2, \varepsilon}^2 \leq C_3
\]
for all \( t \in [0, T_{\text{max}, \varepsilon} - \tau) \). Now we assume \( T_{\text{max}, \varepsilon} < \infty \) for some \( \varepsilon > 0 \). From (10.2.7), (10.2.8), (10.2.9) and (10.2.10), we can see that there exists \( C_4 > 0 \) such that
\[
\|n_{1, \varepsilon}(\cdot, t)\|_{L^\infty(\Omega)} \leq C_4,
\|n_{2, \varepsilon}(\cdot, t)\|_{L^\infty(\Omega)} \leq C_4
\]
and
\[
\|c_\varepsilon(\cdot, t)\|_{W^{1,q}(\Omega)} \leq C_4
\]
as well as
\[
\|A^\varepsilon u_\varepsilon(\cdot, t)\|_{L^2(\Omega)} \leq C_4
\]
and
for all $t \in (0, T_{\max, \varepsilon})$, which is inconsistent with (10.2.2). Therefore we obtain $T_{\max, \varepsilon} = \infty$ for all $\varepsilon > 0$, which means global existence and boundedness of $(n_{1, \varepsilon}, n_{2, \varepsilon}, c_{\varepsilon}, u_{\varepsilon})$. We next verify convergence of the solution $(n_{1, \varepsilon}, n_{2, \varepsilon}, c_{\varepsilon}, u_{\varepsilon})$. Due to Lemma 10.2.2 and arguments similar to those in [101], we establish that for all $T > 0$ there is $C_{\varepsilon} > 0$ such that

\begin{align}
\|(n_{1, \varepsilon})_{t}\|_{L^1((0,T);W^2,4(\Omega))} &\leq C_{\varepsilon}, \\
\|(n_{2, \varepsilon})_{t}\|_{L^1((0,T);W^1,4(\Omega))} &\leq C_{\varepsilon}, \\
\|(c_{\varepsilon})_{t}\|_{L^2((0,T);W^1,1(\Omega))} &\leq C_{\varepsilon}, \\
\|(u_{\varepsilon})_{t}\|_{L^2((0,T);W^{1,3}(\Omega))} &\leq C_{\varepsilon}
\end{align}

for all $\varepsilon > 0$, which together with arguments in [101] implies that there exist a sequence $(\varepsilon_j)_{j \in \mathbb{N}}$ such that $\varepsilon_j \searrow 0$ as $j \to \infty$ and functions $n_1, n_2, c, u$ such that

$$
n_1, n_2 \in L^2_{loc}([0, \infty); L^2(\Omega)) \cap C^0_{loc}([0, \infty); W^{1,4}(\Omega)), \\
c \in L^2_{loc}([0, \infty); W^{1,2}(\Omega)), \\
u \in L^2_{loc}([0, \infty); W^{1,2}_{0,\sigma}(\Omega))\$$

and that

\begin{align}
n_{1, \varepsilon} &\to n_1 \quad \text{in } L^4_{loc}([0, \infty); L^p(\Omega)) \quad \text{for all } p \in \left[1, \frac{12}{5}\right) \text{ and a.e. in } \Omega \times (0, \infty), \\
n_{2, \varepsilon} &\to n_2 \quad \text{in } L^4_{loc}([0, \infty); L^p(\Omega)) \quad \text{for all } p \in \left[1, \frac{12}{5}\right) \text{ and a.e. in } \Omega \times (0, \infty), \\
c_{\varepsilon} &\to c \quad \text{in } C^0_{loc}([0, \infty); L^p(\Omega)) \quad \text{for all } p \in [1, 6) \text{ and a.e. in } \Omega \times (0, \infty), \\
u_{\varepsilon} &\to u \quad \text{in } L^4_{loc}([0, \infty); L^p(\Omega)) \quad \text{for all } p \in [1, 6) \text{ and a.e. in } \Omega \times (0, \infty), \\
c_{\varepsilon} &\to c \quad \text{weakly* in } L^\infty(\Omega \times (t, t+1)) \quad \text{for all } t \geq 0, \\
abla n_{1, \varepsilon} &\to \nabla n_1 \quad \text{weakly in } L^4_{loc}([0, \infty); L^4(\Omega)), \\
abla n_{2, \varepsilon} &\to \nabla n_2 \quad \text{weakly in } L^4_{loc}([0, \infty); L^4(\Omega)), \\
abla c_{\varepsilon} &\to \nabla c \quad \text{weakly* in } L^4_{loc}([0, \infty); L^2(\Omega)), \\
abla u_{\varepsilon} &\to \nabla u \quad \text{weakly in } L^4_{loc}([0, \infty); L^2(\Omega)), \\
_y u_{\varepsilon} &\to u \quad \text{in } L^4_{loc}([0, \infty); L^2(\Omega)), \\
n_{1, \varepsilon} &\to n_1 \quad \text{in } L^4_{loc}([0, \infty); L^2(\Omega)), \\
n_{2, \varepsilon} &\to n_2 \quad \text{in } L^4_{loc}([0, \infty); L^2(\Omega))
\end{align}

as $\varepsilon = \varepsilon_j \searrow 0$. Thus we see that $(n_1, n_2, c, u)$ is a weak solution to (10.1.1) in the sense of Definition 10.1.1, which means the end of the proof. 

\[ \square \]

### 10.3. Proof of Theorem 10.1.2 (Eventual smoothness and stabilization)

In this section we will prove Theorem 10.1.2. The following lemma plays an important role in the proof of Theorem 10.1.2.
Lemma 10.3.1. (i) Assume that \( a_1, a_2 \in (0,1) \). Then there exists \( C > 0 \) such that for all \( \varepsilon > 0 \),

\[
\int_0^\infty \int_\Omega (n_{1,\varepsilon} - N_1)^2 \leq C, \quad \int_0^\infty \int_\Omega (n_{2,\varepsilon} - N_2)^2 \leq C,
\]

where \( N_1 = \frac{1-a_1}{1-a_1 a_2}, \ N_2 = \frac{1-a_2}{1-a_1 a_2} \).

(ii) Assume \( a_1 \geq a_2 > 0 \). Then there exists \( C > 0 \) such that for all \( \varepsilon > 0 \),

\[
\int_0^\infty \int_\Omega n_{1,\varepsilon}^2 \leq C, \quad \int_0^\infty \int_\Omega (n_{2,\varepsilon} - 1)^2 \leq C.
\]

Proof. Due to arguments similar to those in Lemmas 9.4.1–9.4.4, by using the energy functions

\[
G_{\varepsilon,B} := \int_\Omega \left( n_{1,\varepsilon} - N_1 \log \frac{n_{1,\varepsilon}}{N_1} \right) + \int_\Omega \left( n_{2,\varepsilon} - N_2 \log \frac{n_{2,\varepsilon}}{N_2} \right) + \frac{B}{2} \int_\Omega c_{\varepsilon}^2
\]

in the case that \( a_1, a_2 \in (0,1) \), and

\[
G_{\varepsilon,B} := \int_\Omega n_{1,\varepsilon} + \int_\Omega (n_{2,\varepsilon} - \log n_{2,\varepsilon}) + \frac{B}{2} \int_\Omega c_{\varepsilon}^2
\]

in the case that \( a_1 \geq 1 > a_2 > 0 \), we can see this lemma. \( \square \)

Proof of Theorem 10.1.2. According to an argument similar to that in the proof of [101, Lemmas 3.4 and 3.5], for all \( \eta > 0 \) and \( p \in (1, \infty) \) there are \( T > 0, \varepsilon_0 > 0 \) and \( C_1 > 0 \) such that for all \( t > T \) and \( \varepsilon \in (0, \varepsilon_0) \),

\[
\|c_{\varepsilon}(\cdot, t)\|_{L^\infty(\Omega)} < \eta, \quad \|n_{1,\varepsilon}(\cdot, t)\|_{L^p(\Omega)} \leq C_1, \quad \|n_{2,\varepsilon}(\cdot, t)\|_{L^p(\Omega)} \leq C_1.
\]

We next consider the estimate for \( u_{\varepsilon} \). Since \( \nabla \cdot u_{\varepsilon} = 0 \), it follows from the Young inequality, the Poincaré inequality, boundedness of \( \nabla \Phi \) and (10.2.1) that there exists \( C_2 > 0 \) such that

\[
\frac{d}{dt} \int_\Omega |u_{\varepsilon}|^2 = -2 \int_\Omega |\nabla u_{\varepsilon}|^2 - 2 \int_\Omega u_{\varepsilon} \cdot (Y_{\varepsilon} u_{\varepsilon} \cdot \nabla) u_{\varepsilon} + 2 \int_\Omega u_{\varepsilon} \cdot (\gamma n_{1,\varepsilon} + \delta n_{2,\varepsilon}) \nabla \Phi
\]

\[
= -2 \int_\Omega |\nabla u_{\varepsilon}|^2 - 2 \int_\Omega u_{\varepsilon} \cdot (Y_{\varepsilon} u_{\varepsilon} \cdot \nabla) u_{\varepsilon}
\]

\[
+ 2\gamma \int_\Omega u_{\varepsilon} \cdot (n_{1,\varepsilon} - n_{1,\infty}) \nabla \Phi + 2\delta \int_\Omega u_{\varepsilon} \cdot (n_{2,\varepsilon} - n_{2,\infty}) \nabla \Phi
\]

\[
\leq - \int_\Omega |\nabla u_{\varepsilon}|^2 - 2 \int_\Omega u_{\varepsilon} \cdot (Y_{\varepsilon} u_{\varepsilon} \cdot \nabla) u_{\varepsilon}
\]

\[
+ C_2 \int_\Omega (n_{1,\varepsilon} - n_{1,\infty})^2 + C_2 \int_\Omega (n_{2,\varepsilon} - n_{2,\infty})^2,
\]
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where

\[
(n_{1,\infty}, n_{2,\infty}) = \begin{cases} \quad (N_1, N_2) & (a_1, a_2 \in (0, 1)), \\ (0, 1) & (a_1 \geq 1 > a_2 > 0).
\end{cases}
\]

Then, noticing from straightforward calculations that

\[
\int_{\Omega} u_\varepsilon \cdot (Y_\varepsilon u_\varepsilon \cdot \nabla) u_\varepsilon = \frac{1}{2} \int_{\Omega} \nabla \cdot (Y_\varepsilon u_\varepsilon) |u_\varepsilon|^2 = 0,
\]

thanks to Lemma 10.3.1, we obtain from integration of the above inequality over \((0, \infty)\) that there exists \(C_3 > 0\) such that

\[
\int_{0}^{\infty} \int_{\Omega} |\nabla u_\varepsilon|^2 \leq C_3.
\]

According to an argument similar to that in the proof of [101, Lemmas 3.7–3.11], there exist \(\alpha' > 0\), \(T^* > T\), \(C_4 > 0\) such that for all \(t > T^*\) there exists \(\varepsilon_1 > 0\) such that for all \(\varepsilon \in (0, \varepsilon_1)\),

\[
\|n_{1, \varepsilon}\|_{C^{1+\alpha', \frac{\alpha'}{2}}([\Omega \times [t, t+1])} \leq C_4,
\]

\[
\|n_{2, \varepsilon}\|_{C^{1+\alpha', \frac{\alpha'}{2}}([\Omega \times [t, t+1])} \leq C_4,
\]

and

\[
\|c_{\varepsilon}\|_{C^{1+\alpha', \frac{\alpha'}{2}}([\Omega \times [t, t+1])} \leq C_4,
\]

as well as

\[
\|u_\varepsilon\|_{C^{1+\alpha', \frac{\alpha'}{2}}([\Omega \times [t, t+1])} \leq C_4
\]

hold. Then aided by arguments similar to those in the proofs of [101, Corollary 3.3–Lemma 3.13], from (10.2.11) there are \(\alpha' \in (0, 1)\) and \(T_0 > 0\) as well as a subsequence \(\varepsilon_j \searrow 0\) such that for all \(t > T_0\)

\[
n_{1, \varepsilon} \rightarrow n_1, \quad n_{2, \varepsilon} \rightarrow n_2, \quad c_{\varepsilon} \rightarrow c \quad \text{in} \quad C^{1+\alpha', \frac{\alpha'}{2}}([\Omega \times [t, t+1])
\]

and

\[
u_\varepsilon \rightarrow u \quad \text{in} \quad C^{1+\alpha', \frac{\alpha'}{2}}([\Omega \times [t, t+1])
\]

as \(\varepsilon = \varepsilon_j \searrow 0\), and then

(10.3.1)

\[
\|n_1\|_{C^{1+\alpha', \frac{\alpha'}{2}}([\Omega \times [t, t+1])} \leq C_4,
\]

\[
\|n_2\|_{C^{1+\alpha', \frac{\alpha'}{2}}([\Omega \times [t, t+1])} \leq C_4
\]
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and
\begin{equation}
\|c\|_{C^{1+a',\frac{n'}{2}}(\Omega \times [t,t+1])} \leq C_4
\end{equation}
as well as
\begin{equation}
\|u\|_{C^{1+a',\frac{n'}{2}}(\Omega \times [t,t+1])} \leq C_4.
\end{equation}

Then we obtain that
\[ n_1, n_2, c \in C^{2+a',1+\frac{n'}{2}}(\Omega \times [T_0, \infty)) \]
and
\[ u \in C^{2+a',1+\frac{n'}{2}}(\Omega \times [T_0, \infty)). \]

Finally, from (10.3.1)–(10.3.3) the solution \((n_1, n_2, c, u)\) of (10.2.1) constructed in (10.2.12) fulfills
\[ n_1(\cdot, t) \to N_1, \quad n_2(\cdot, t) \to N_2, \quad c(\cdot, t) \to 0, \quad u(\cdot, t) \to 0 \quad \text{in} \ C^1(\Omega) \quad (t \to \infty) \]
in the case that \(a_1, a_2 \in (0, 1)\), and
\[ n_1(\cdot, t) \to 0, \quad n_2(\cdot, t) \to 1, \quad c(\cdot, t) \to 0, \quad u(\cdot, t) \to 0 \quad \text{in} \ C^1(\Omega) \quad (t \to \infty) \]
in the case that \(a_1 \geq 1 > a_2 > 0\), which enable us to see Theorem 10.1.2. \qed
Chapter 11

Global existence and asymptotic behavior of classical solutions for a 3D two-species chemotaxis-Stokes system with competitive kinetics

11.1. Motivation and results

In this chapter we consider the following two-species chemotaxis-fluid system with competitive terms:

\[
\begin{aligned}
(n_1)_t + u \cdot \nabla n_1 &= \Delta n_1 - \chi_1 \nabla \cdot (n_1 \nabla c) + \mu_1 n_1 (1 - n_1 - a_1 n_2), \quad x \in \Omega, \ t > 0, \\
(n_2)_t + u \cdot \nabla n_2 &= \Delta n_2 - \chi_2 \nabla \cdot (n_2 \nabla c) + \mu_2 n_2 (1 - a_2 n_1 - n_2), \quad x \in \Omega, \ t > 0, \\
c_t + u \cdot \nabla c &= \Delta c - (\alpha n_1 + \beta n_2) c, \quad x \in \Omega, \ t > 0, \\
u_t + \kappa (u \cdot \nabla) u &= \Delta u + \nabla P + (\gamma n_1 + \delta n_2) \nabla \phi, \quad \nabla \cdot u = 0, \quad x \in \Omega, \ t > 0, \\
\partial_n n_1 = \partial_n n_2 = \partial_n c &= 0, \quad u = 0, \quad x \in \partial \Omega, \ t > 0, \\
n_i(x, 0) &= n_{i,0}(x), \ c(x, 0) = c_0(x), \ u(x, 0) = u_0(x), \quad x \in \Omega, \ i = 1, 2,
\end{aligned}
\]

where \( \Omega \) is a bounded domain in \( \mathbb{R}^3 \) with smooth boundary \( \partial \Omega \) and \( \partial_n \) denotes differentiation with respect to the outward normal of \( \partial \Omega \); \( \kappa \in \{0, 1\} \) (in this chapter we will deal with the case that \( \kappa = 0 \)), \( \chi_1, \chi_2, a_1, a_2 \geq 0 \) and \( \mu_1, \mu_2, \alpha, \beta, \gamma, \delta > 0 \) are constants; \( n_{1,0}, n_{2,0}, c_0, u_0, \phi \) are known functions satisfying

\[
\begin{aligned}
0 < n_{1,0}, n_{2,0} &\in C(\overline{\Omega}), \quad 0 < c_0 \in W^{1,q}(\Omega), \quad u_0 \in D(A^\vartheta), \\
\phi &\in C^{1+\eta}(\overline{\Omega})
\end{aligned}
\]

for some \( q > 3, \ \vartheta \in (\frac{3}{2}, 1) \), \( \eta > 0 \) and \( A \) is the Stokes operator in \( L^2(\Omega) \).

The problem (11.1.1) is a generalized system to the chemotaxis-fluid system which is proposed by Tuval et al. [179]. This system describes the evolution of two competing species which react on a single chemoeattractant in a liquid surrounding environment.
Here \( n_1, n_2 \) represent the population densities of species, \( c \) stands for the concentration of chemoattractant, \( u \) shows the fluid velocity field and \( P \) represents the pressure of the fluid. The problem (11.1.1) comes from a problem on account of the influence of chemotaxis, the Lotka–Volterra competitive kinetics and the fluid. In the mathematical point of view, the chemotaxis term: \( \nabla \cdot (n_1 \nabla c) \) and the Stokes equation give difficulties in mathematical analysis.

The one-species system (11.1.1) with \( n_2 = 0 \) has been studied: it is known that there exist global classical solutions in the 2-dimensional setting; however, in the 3-dimensional setting, only global weak solutions are known to exist. In this one-species system with \( \mu_1 = 0 \), Winkler first attained global existence of classical solutions to (11.1.1), \( \kappa = 0 \) in the 3-dimensional setting and \( \kappa = 1 \) in the 2-dimensional setting ([197]), and also established asymptotic stability of solutions to (11.1.1) ([201]). Moreover, the convergence rate has been already studied ([212]). Recently, Winkler [206] attained global existence and eventual smoothness of weak solutions and their asymptotic behavior for the 3-dimensional chemotaxis-Navier–Stokes system.

In the analysis of the one-species case the logistic source can enhance the possibility of global existence of solutions. In the 3-dimensional setting, Lankeit [101] obtained global existence of weak solutions in (11.1.1) with \( n_2 = 0 \), \( \kappa = 1 \) and with additional external force \( f \) in the fourth equation, and also derived eventual smoothness and asymptotic behavior. Even for more complicated problems, Keller–Segel-fluid systems where \( -(\alpha n_1 + \beta n_2)c \) is replaced with \( -c + \alpha n_1 \) in (11.1.1) with \( n_2 = 0 \), logistic source is shown to be helpful for establishing classical bounded solutions. In the 3-dimensional setting, Tao and Winkler [174] established global existence and boundedness of classical solutions by assuming that \( \mu_1 > 23 \). In the 2-dimensional case, Tao and Winkler [176] also showed global existence of bounded classical solutions in the Keller–Segel-Navier–Stokes system with logistic source with \( +r n_1 - \mu_1 n_1^2 \) for any \( \mu_1 > 0 \), and their asymptotic behavior were obtained when \( r = 0 \). For more related works we refer to Ishida [80], Wang and the first author [187], Wang and Xiang [190], Black [15], the first author [27], the first author and Lankeit [30], Kozono, Miura and Sugiyama [93]. These results fully parallel to those for the fluid free model; we can find counterparts in [104, 152, 170].

On the other hand, the study on two-species competitive chemotaxis systems with signal consumption seems pending. We can only find related research with signal production in which the asymptotic behavior of solutions usually relies on some smallness assumption for the chemotaxis sensitivities (e.g., for the noncompetitive case \( a_1 = a_2 = 0 \), see Negreanu and Tello [150, 151] and Chapters 3, 4; for the competitive case see Tello and Winkler [178], Stinner, Tello and Winkler [164], Bai and Winkler [4] and Chapter 5, 7.

As mentioned above, the chemotaxis-fluid systems (\( n_2 = 0 \) in (11.1.1)) and the chemotaxis systems with competitive terms (\( u = 0 \) in (11.1.1)) were studied by many mathematicians. However, the problem (11.1.1), which is the combination of chemotaxis-fluid systems and chemotaxis-competition systems, had not been studied. Recently, global existence, boundedness of classical solutions and their asymptotic behavior were shown only in the 2-dimensional setting (Chapter 9). On the other hand, the 3-dimensional setting is a more realistic problem; however, in the 3-dimensional chemotaxis-Navier–Stokes setting, difficulties of the Navier–Stokes equation strongly affect: all works which dealt with the 3-dimensional chemotaxis-Navier–Stokes system could establish only weak solutions.
The purpose of this chapter is to obtain global existence and boundedness of classical solutions, and their asymptotic stability in the 3-dimensional chemotaxis-Stokes setting. The main results read as follows. The first theorem gives global existence and boundedness in (11.1.1) under smallness conditions of the chemotactic effect and largeness conditions of the logistic power. This result provides some guide to methods and results for the 3-dimensional Keller–Segel-Stokes system which is the case that $-(\alpha n_1 + \beta n_2)c$ is replaced with $-c + \alpha n_1 + \beta n_2$ in (11.1.1) (see Chapter 12 later).

**Theorem 11.1.1.** Let $\Omega \subset \mathbb{R}^3$ be a bounded domain with smooth boundary and let $\kappa = 0$, $\chi_1, \chi_2, a_1, a_2 \geq 0$, $\mu_1, \mu_2, \alpha, \beta, \gamma, \delta > 0$. Suppose that (11.1.2) and (11.1.3) hold with some $q > 3$, $\theta \in (\frac{3}{4}, 1)$ and $\eta > 0$. Then there exists a constant $\xi_0 = \xi_0(\alpha, \beta) > 0$ such that whenever $\chi := \max\{\chi_1, \chi_2\}$ and $\mu := \min\{\mu_1, \mu_2\}$ satisfy $\chi\|c_0\|_{L^\infty(\Omega)} < \xi_0\mu$, the problem (11.1.1) possesses a classical solution $(n_1, n_2, c, u, P)$ such that

$$
n_1, n_2 \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)),
$$

$$
c \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)) \cap L^\infty((0, \infty); W^{1,q}(\Omega)),
$$

$$
u \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)) \cap L^\infty((0, \infty); D(A^\theta)),
$$

$$
P \in C^{1,\theta}(\overline{\Omega} \times (0, \infty)).
$$

Also, the solution is unique in the sense that it allows up to addition of spatially constant functions to the pressure $P$. Moreover, there exists a constant $C > 0$ such that

$$
\|n_1(\cdot, t)\|_{L^\infty(\Omega)} + \|n_2(\cdot, t)\|_{L^\infty(\Omega)} + \|c(\cdot, t)\|_{W^{1,q}(\Omega)} + \|u(\cdot, t)\|_{L^\infty(\Omega)} \leq C \quad \text{for all } t \in (0, \infty).
$$

The second theorem is concerned with asymptotic stability in (11.1.1).

**Theorem 11.1.2.** Let the assumption of Theorem 11.1.1 hold. Then the solution of (11.1.1) has the following properties:

(i) Assume that $a_1, a_2 \in (0, 1)$. Then

$$
n_1(\cdot, t) \to N_1, \quad n_2(\cdot, t) \to N_2, \quad c(\cdot, t) \to 0, \quad u(\cdot, t) \to 0 \quad \text{in } L^\infty(\Omega) \quad \text{as } t \to \infty,
$$

where

$$
N_1 := \frac{1 - a_1}{1 - a_1 a_2}, \quad N_2 := \frac{1 - a_2}{1 - a_1 a_2}.
$$

(ii) Assume that $a_1 \geq 1 > a_2$. Then

$$
n_1(\cdot, t) \to 0, \quad n_2(\cdot, t) \to 1, \quad c(\cdot, t) \to 0, \quad u(\cdot, t) \to 0 \quad \text{in } L^\infty(\Omega) \quad \text{as } t \to \infty.
$$

(iii) Assume that $a_2 \geq 1 > a_1$. Then

$$
n_1(\cdot, t) \to 1, \quad n_2(\cdot, t) \to 0, \quad c(\cdot, t) \to 0, \quad u(\cdot, t) \to 0 \quad \text{in } L^\infty(\Omega) \quad \text{as } t \to \infty.
$$

**Remark 11.1.1.** This theorem is concerned with asymptotic behaviour in the cases that $a_1, a_2 < 1$, $a_2 < 1 \leq a_1$ and $a_1 < 1 \leq a_2$. However, the case that $a_1, a_2 \geq 1$ is still open: Even in not only the fluid-free case but also the Lotka–Volterra competition system asymptotic behaviour in the case that $a_1, a_2 \geq 1$ is a difficult problem (see sentences after [4, Theorem 1.1]).
The strategy for the proof of Theorem 11.1.1 is to derive an $L^p$-estimate for $n_i$ with $p > \frac{3}{2}$. By using a differential inequality we can see
\[
\int_{\Omega} n_1^p + \int_{\Omega} n_2^p \leq C \int_{s_0}^t e^{-(p+1)(t-s)} \int_{\Omega} |\Delta c|^{p+1} - C \int_{s_0}^t e^{-(p+1)(t-s)} \left( \int_{\Omega} n_1^{p+1} + \int_{\Omega} n_2^{p+1} \right)
\]
with some $C > 0$ and $s_0 > 0$. The maximal Sobolev regularity (see Lemma 11.2.2) will be used to control $\int_{s_0}^t e^{-(p+1)(t-s)} \int_{\Omega} |\Delta c|^{p+1}$. Combining the maximal Sobolev regularity with some estimate for $|Au|^2$, we can obtain the $L^p$-estimate for $n_i$. On the other hand, the strategy for the proof of Theorem 11.1.2 is to derive the following inequality:
\[
\int_0^\infty \int_{\Omega} (n_1 - N_1)^2 + \int_0^\infty \int_{\Omega} (n_2 - N_2)^2 + \int_0^\infty \int_{\Omega} (\alpha n_1 + \beta n_2)^2 \leq C
\]
with some $C > 0$, where $(N_1, N_2, 0, 0)$ is a constant solution to (11.1.1). This together with
\[
\inf_{(x,t) \in \Omega \times (0,\infty)} n_2(x,t) > 0
\]
and
\[
y'(t) + b_1 y(t) \leq h(t), \quad t \in (0, \infty)
\]
with some constant $b_1 > 0$, where
\[
y(t) := \int_{\Omega} |u(\cdot,t)|^2 \quad \text{and} \quad h(t) := b_2 \int_{\Omega} (n_1(\cdot,t) - N_1)^2 + b_2 \int_{\Omega} (n_2(\cdot,t) - N_2)^2
\]
with some constant $b_2 > 0$, enables us to see stabilization in (11.1.1).

This chapter is organized as follows. In Section 11.2 we collect basic facts which will be used later. In Section 11.3 we prove global existence and boundedness (Theorem 11.1.1). Section 11.4 is devoted to showing asymptotic stability (Theorem 11.1.2).

\section{11.2. Local existence and basic inequality}

In this section we will provide some results which will be used later. The following lemma gives local existence of solutions to (11.1.1).

\begin{lemma}
Let $\Omega \subset \mathbb{R}^3$ be a bounded domain with smooth boundary. Suppose that (11.1.2) and (11.1.3) hold with some $q > 3$, $\vartheta \in \left(\frac{3}{q}, 1\right)$ and $\eta > 0$. Then there exists $T_{\max} \in (0, \infty]$ such that the problem (11.1.1) possesses a classical solution $(n_1, n_2, c, u, P)$ fulfilling
\[
n_1, n_2 \in C(\bar{\Omega} \times [0, T_{\max})) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\max})),
\]
\[
c \in C(\bar{\Omega} \times [0, T_{\max})) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\max})) \cap L^\infty_{\text{loc}}([0, T_{\max}); W^{1,q}(\Omega)),
\]
\[
u \in C(\bar{\Omega} \times [0, T_{\max})) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\max})) \cap L^\infty_{\text{loc}}([0, T_{\max}); D(A^{\vartheta})),
\]
\[
n_1, n_2 > 0, \quad c > 0 \quad \text{in} \ \Omega \times (0, T_{\max}).
\]
Also, the solution is unique up to addition of spatially constant functions to the pressure $P$. Moreover, either $T_{\max} = \infty$ or
\[
\limsup_{t \nearrow T_{\max}} (\|n_1(\cdot,t)\|_{L^\infty(\Omega)} + \|n_2(\cdot,t)\|_{L^\infty(\Omega)} + \|c(\cdot,t)\|_{W^{1,q}(\Omega)} + \|A^{\vartheta} u(\cdot,t)\|_{L^2(\Omega)}) = \infty.
\]
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Proof. The proof of local existence of classical solutions to (11.1.1) is based on a standard
contraction mapping argument, which can be found in [197]. Moreover, the maximum
principle is applied to yield \( n_1, n_2 > 0 \) and \( c > 0 \) in \( \Omega \times (0, T_{\max}) \).

In the following, by \((n_1, n_2, c, u, P)\) we will denote the corresponding solution to
(11.1.1) given by Lemma 11.2.1 and by \( T_{\max} \) its maximal existence time. Now we fix
\( s_0 \in (0, T_{\max}) \). Then from the regularity properties the solution \((n_1, n_2, c, u, P)\) of (11.1.1)
provided by Lemma 11.2.1 satisfies that
\[
  c(\cdot, s_0) \in C^2(\Omega) \quad \text{with} \quad \partial_\nu c(\cdot, s_0) = 0 \quad \text{on} \partial\Omega.
\]
In particular, we can put
\[
  M = M(s_0, n_{1,0}, n_{2,0}, c_0, u_0) > 0 \quad \text{defined as}
\]
(11.2.1)
\[
  M := \|c(\cdot, s_0)\|_{W^{2,p}(\Omega)} < \infty
\]
(see e.g., [210]). The following lemma is referred to as a variation of the maximal Sobolev
regularity (see [70, Theorem 3.1]), which is important to prove Theorem 11.1.1.

**Lemma 11.2.2.** Let \( s_0 \in (0, T_{\max}) \). Then for all \( p > 1 \) there exists a constant \( C_1 = C_1(p) \) \( > 0 \) such that the solution \((n_1, n_2, c, u, P)\) of (11.1.1) satisfies
\[
  \int_{s_0}^{t} \int_{\Omega} e^{ps} |\Delta c|^p \leq C_1 \int_{s_0}^{t} \int_{\Omega} e^{ps} |2c - (\alpha n_1 + \beta n_2) c - u \cdot \nabla c|^p + C_1 |\Omega| M^p e^{p s_0}
\]
for all \( t \in (s_0, T_{\max}) \).

**Proof.** Let \( s_0 \in (0, T_{\max}) \) and let \( t \in (s_0, T_{\max}) \). We rewrite the third equation as
\[
  c_t = (\Delta - 1)c - c + (2c - (\alpha n_1 + \beta n_2) c - u \cdot \nabla c),
\]
and use the transformation \( \tilde{c}(\cdot, s) = e^{s} c(\cdot, s), s \in (s_0, t) \). Then \( \tilde{c} \) satisfies
\[
\begin{align*}
  &\tilde{c}_t = (\Delta - 1)\tilde{c} + f, \quad x \in \Omega, \ s \in (s_0, t), \\
  &\partial_\nu \tilde{c} = 0, \quad x \in \partial\Omega, \ s \in (s_0, t), \\
  &\tilde{c}(\cdot, s_0) = e^{s_0} c(\cdot, s_0) \in W^{2,p}(\Omega), \ x \in \Omega,
\end{align*}
\]
where
\[
  f := e^{s} (2c - (\alpha n_1 + \beta n_2) c - u \cdot \nabla c) \in L^p(s_0, t; L^p(\Omega)).
\]
Therefore an application of the maximal Sobolev regularity [70, Theorem 3.1] to \( \tilde{c} \) implies
this lemma. \( \square \)
11.3. Boundedness. Proof of Theorem 11.1.1

In this section we will prove Theorem 11.1.1 by preparing a series of lemmas. We first recall elementary inequalities which are useful in the proof of Theorem 11.1.1.

**Lemma 11.3.1.** There exists a constant \( C_2 = C_2(\|n_{1,0}\|_{L^1(\Omega)}, \|n_{2,0}\|_{L^1(\Omega)}, |\Omega|) > 0 \) such that
\[
\int_{\Omega} n_i(\cdot, t) \leq C_2 \quad \text{for all } t \in (0, T_{\text{max}}) \text{ and } i = 1, 2.
\]
Moreover,
\[
\int_{t}^{t+\tau} \int_{\Omega} n_i^2 \leq \left( \tau + \frac{1}{\mu_i} \right) C_2
\]
holds for all \( t \in (0, T_{\text{max}} - \tau) \), all \( \tau \in (0, T_{\text{max}}) \) and \( i = 1, 2 \).

**Proof.** Integrating the first and second equations in (11.1.1) implies this lemma. \( \square \)

**Lemma 11.3.2.** The function \( t \mapsto \|c(\cdot, t)\|_{L^1(\Omega)} \) is nonincreasing. In particular,
\[
\|c(\cdot, t)\|_{L^1(\Omega)} \leq \|c_0\|_{L^1(\Omega)}
\]
holds for all \( t \in (0, T_{\text{max}}) \). Moreover, we have
\[
\int_{0}^{T_{\text{max}}} \int_{\Omega} |\nabla c|^2 \leq \frac{1}{2} \int_{\Omega} |c_0|^2.
\]

**Proof.** We can show the \( L^1 \)-estimate for \( c \) by applying the maximum principle to the third equation in (11.1.1) (see e.g., [201, Lemma 2.1]). Moreover, multiplying the third equation in (11.1.1) by \( c \) and integrating it over \( \Omega \times (0, T_{\text{max}}) \), we have this lemma. \( \square \)

**Lemma 11.3.3.** For all \( r \in (1, 3) \),
\[
\|u(\cdot, t)\|_{L^r(\Omega)} \leq C_3 \quad \text{for all } t \in (0, T_{\text{max}})
\]
with some \( C_3 = C_3(r, \gamma, \delta, \|n_{1,0}\|_{L^1(\Omega)}, \|n_{2,0}\|_{L^1(\Omega)}, \|u_0\|_{D(A^\gamma)}, |\Omega|) > 0 \).

**Proof.** From well-known Neumann heat semigroup estimates together with Lemma 11.3.1 we can obtain the \( L^r \)-estimate for \( u \) with \( r \in (1, 3) \) (for more details, see [202, Corollary 3.4]). \( \square \)

The proofs of the following two lemmas are based on the methods in [210, Lemma 3.1].

**Lemma 11.3.4.** For all \( p > 1, \varepsilon > 0 \) and \( \ell > 0 \) there exist constants \( C_4 = C_4(p) > 0 \) and \( C_5 = C_5(\mu_1, \mu_2, \varepsilon, p, |\Omega|) > 0 \) such that
\[
\frac{1}{p} \int_{\Omega} n_1^{p}(\cdot, t) + \frac{1}{p} \int_{\Omega} n_2^{p}(\cdot, t)
\leq -(\mu - \varepsilon - \ell) e^{-(p-1)t} \int_{s_0}^{t} e^{(p-1)s} \left( \int_{\Omega} n_1^{p+1}(\cdot, s) + \int_{\Omega} n_2^{p+1}(\cdot, s) \right) ds
+ C_4 \ell^{p} \chi^{p+1} e^{-(p-1)t} \int_{s_0}^{t} e^{(p-1)s} \int_{\Omega} |\Delta c(\cdot, s)|^{p+1} ds + C_5
\]
for all \( t \in (s_0, T_{\text{max}}) \), where \( \chi := \max\{\chi_1, \chi_2\} \) and \( \mu := \min\{\mu_1, \mu_2\} \).
Proof. Let $p > 1$. Multiplying the first equation in (11.1.1) by $n_1^{p-1}$ and integrating it over $\Omega$, we see that

$$
\frac{1}{p} \frac{d}{dt} \int_{\Omega} n_1^p = -\frac{1}{p} \int_{\Omega} u \cdot \nabla n_1^p + \int_{\Omega} n_1^{p-1} \Delta n_1 + \chi_1 \frac{p-1}{p} \int_{\Omega} \nabla n_1^p \cdot \nabla c + \mu_1 \int_{\Omega} n_1^p - \mu_1 \int_{\Omega} n_1^{p+1} - a_1 \mu_1 \int_{\Omega} n_1^p n_2
$$

for all $t \in (0, T_{\text{max}})$. Noting from $\nabla \cdot u = 0$ in $\Omega \times (0, T_{\text{max}})$ that $\int_{\Omega} u \cdot \nabla n_1^p = -\int_{\Omega} (\nabla \cdot u)n_1^p = 0$, we obtain from integration by parts and the nonnegativity of $n_1, n_2$ that

\begin{equation}
\frac{1}{p} \frac{d}{dt} \int_{\Omega} n_1^p = -(p-1) \int_{\Omega} n_1^{p-2} |\nabla n_1|^2 - \chi_1 \frac{p-1}{p} \int_{\Omega} n_1^{p} \Delta c + \mu_1 \int_{\Omega} n_1^p
- \mu_1 \int_{\Omega} n_1^{p+1} - a_1 \mu_1 \int_{\Omega} n_1^p n_2
\end{equation}

$$
\leq -\chi_1 \frac{p-1}{p} \int_{\Omega} n_1^{p} \Delta c + \mu_1 \int_{\Omega} n_1^p - \mu_1 \int_{\Omega} n_1^{p+1}
= -\frac{p+1}{p} \int_{\Omega} n_1^{p} - \chi_1 \frac{p-1}{p} \int_{\Omega} n_1^{p} \Delta c + (\mu_1 + \frac{p+1}{p}) \int_{\Omega} n_1^p
- \mu_1 \int_{\Omega} n_1^{p+1}
$$

for all $t \in (s_0, T_{\text{max}})$. Now we let $\varepsilon > 0$ and $\ell > 0$. By the Young inequality there exists a constant $C_6 = C_6(\mu_1, \varepsilon, p, |\Omega|) > 0$ such that

\begin{equation}
(\mu_1 + \frac{p+1}{p}) \int_{\Omega} n_1^{p} \leq \varepsilon \int_{\Omega} n_1^{p+1} + C_6.
\end{equation}

Moreover, the second term on the right-hand side of (11.3.1) can be estimated as

\begin{equation}
-\chi_1 \frac{p-1}{p} \int_{\Omega} n_1^{p} \Delta c \leq \chi_1 \int_{\Omega} n_1^{p} |\Delta c| \leq \ell \int_{\Omega} n_1^{p+1} + C_7 \ell^{-p} \chi_1^{p+1} \int_{\Omega} |\Delta c|^{p+1}
\end{equation}

with some $C_7 = C_7(p) > 0$. Hence we derive from (11.3.1), (11.3.2) and (11.3.3) that

$$
\frac{1}{p} \frac{d}{dt} \int_{\Omega} n_1^p + \frac{p+1}{p} \int_{\Omega} n_1^p \leq -(\mu_1 - \varepsilon - \ell) \int_{\Omega} n_1^{p+1}
+ C_7 \ell^{-p} \chi_1^{p+1} \int_{\Omega} |\Delta c|^{p+1} + C_6
$$

for all $t \in (s_0, T_{\text{max}})$. Therefore there exists $C_8 = C_8(\mu_1, \varepsilon, p, |\Omega|) > 0$ such that

\begin{equation}
\frac{1}{p} \int_{\Omega} n_1^p \leq e^{-(p+1)(t-s_0)} \frac{1}{p} \int_{\Omega} n_1^p' (\xi, s_0) - (\mu_1 - \varepsilon - \ell) \int_{s_0}^{t} e^{-(p+1)(t-s)} \int_{\Omega} n_1^{p+1}
+ C_7 \ell^{-p} \chi_1^{p+1} \int_{s_0}^{t} e^{-(p+1)(t-s)} \int_{\Omega} |\Delta c|^{p+1} + C_6 \int_{s_0}^{t} e^{-(p+1)(t-s)}
\leq -(\mu_1 - \varepsilon - \ell)e^{-(p+1)t} \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} n_1^{p+1}
+ C_7 \ell^{-p} \chi_1^{p+1} e^{-(p+1)t} \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\Delta c|^{p+1} + C_8
$$

131
for each \( t \in (s_0, T_{\text{max}}) \). Similarly, we see that

\[
(11.3.5) \quad \frac{1}{p} \int_\Omega n_2^p \leq -(\mu_2 - \varepsilon - \ell) e^{-(p+1)t} \int_{s_0}^t e^{(p+1)s} \int_\Omega n_2^{p+1} + C_{10} \]

for all \( t \in (s_0, T_{\text{max}}) \) with some \( C_9 = C_9(\mu_2, \varepsilon, p, |\Omega|) > 0 \). Thus from (11.3.4) and (11.3.5) we have that there exists \( C_{10} = C_{10}(\mu_1, \mu_2, \varepsilon, p, |\Omega|) > 0 \) such that

\[
\frac{1}{p} \int_\Omega n_1^p + \frac{1}{p} \int_\Omega n_2^p \leq -(\mu - \varepsilon - \ell) e^{-(p+1)t} \int_{s_0}^t e^{(p+1)s} \left( \int_\Omega n_1^{p+1} + \int_\Omega n_2^{p+1} \right) + 2C_{10} \]

holds for all \( t \in (s_0, T_{\text{max}}) \), where \( \chi = \max\{\chi_1, \chi_2\} \) and \( \mu = \min\{\mu_1, \mu_2\} \).

In order to control \( \int_{s_0}^t e^{(p+1)s} \int_\Omega |\nabla c|^{p+1} \) we provide the following two lemmas.

**Lemma 11.3.5.** For all \( \varepsilon > 0 \) and \( p \in (1, 2) \) there is \( C_{11} = C_{11}(p, \alpha, \beta) > 0 \) and \( C_{12} = C_{12}(\varepsilon, p, \alpha, \beta, \|n_1\|_{L^1(\Omega)}, \|n_2\|_{L^1(\Omega)}, \|c_0\|_{L^\infty(\Omega)}, \|u_0\|_{D(A^*)}, M, |\Omega|) > 0 \), where \( M \) is defined as (11.2.1), such that

\[
\int_{s_0}^t e^{(p+1)s} \int_\Omega |\nabla c|^{p+1} \leq C_{11} \int_{s_0}^t e^{(p+1)s} \left( \int_\Omega n_1^{p+1} + \int_\Omega n_2^{p+1} \right) + \varepsilon \int_{s_0}^t e^{(p+1)s} \int_\Omega |Au|^2 + C_{12} e^{(p+1)t} + C_{12}
\]

for all \( t \in (s_0, T_{\text{max}}) \).

**Proof.** Fix \( \theta \in (1, 2) \) and put \( \theta' = \frac{\theta}{\theta - 1} \). We then derive from Lemma 11.2.2 that

\[
(11.3.6) \quad \int_{s_0}^t e^{(p+1)s} \int_\Omega |\nabla c|^{p+1} \leq C_{13} \int_{s_0}^t e^{(p+1)s} \int_\Omega \left| 2c - (\alpha n_1 + \beta n_2) c - u \cdot \nabla c \right|^{p+1} + |\Omega|M^{p+1} C_{13} e^{(p+1)s_0}
\]

holds for all \( t \in (s_0, T_{\text{max}}) \) with some \( C_{13} = C_{13}(p) > 0 \). Lemma 11.3.2 and the Hölder inequality imply

\[
(11.3.7) \quad \int_{s_0}^t e^{(p+1)s} \int_\Omega \left| 2c - (\alpha n_1 + \beta n_2) c - u \cdot \nabla c \right|^{p+1} \leq C_{14} \int_{s_0}^t e^{(p+1)s} \left( \int_\Omega n_1^{p+1} + n_2^{p+1} \right) + C_{14} e^{(p+1)t}
\]

\[
\leq C_{14} \int_{s_0}^t e^{(p+1)s} \left( \int_\Omega n_1^{p+1} + n_2^{p+1} \right) + C_{14} e^{(p+1)t}
\]
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for all \( t \in (s_0, T_{\max}) \) with some \( C_{14} = C_{14}(p, \alpha, \beta) > 0 \). Here we see from the Gagliardo–Nirenberg inequality and Lemma 11.3.2 that there exist constants \( C_{15} = C_{15}(p, |\Omega|) \), \( C_{16} = C_{16}(p, \|c_0\|_{L^\infty(\Omega)}, |\Omega|) > 0 \) such that

\[
(11.3.8) \quad \|\nabla c\|_{L^{s(p+1)\eta}(\Omega)}^{(p+1)} \leq C_{15}\|\Delta c\|_{L^{s(p+1)\eta}(\Omega)}^{d(p+1)}\|c\|_{L^\infty(\Omega)}^{(1-d)(p+1)} + C_{15}\|c\|_{L^1(\Omega)}^{p+1} \leq C_{16}\|\Delta c\|_{L^{s(p+1)\eta}(\Omega)}^{d(p+1)} + C_{16}
\]

with \( a := \frac{1 - \frac{3}{(p+1)\eta}}{\frac{2}{p+1}} \in (\frac{1}{2}, 1) \). By (11.3.6), (11.3.7), (11.3.8) and the Young inequality it holds that

\[
(11.3.9) \quad \int_{s_0}^t e^{(p+1)s} \int_0^t \|\Delta c\|^{p+1} \leq \frac{C_{14}\|c_0\|_{L^\infty(\Omega)}^{p+1}}{1 - a} \int_{s_0}^t e^{(p+1)s} \int_\Omega (n_1^{p+1} + n_2^{p+1})
\]

\[
+ (C_{14}C_{16})^{\frac{1}{1 - a}} \int_{s_0}^t e^{(p+1)s} \|u\|_{L^{s(p+1)\eta}(\Omega)}^{p+1} \int_{s_0}^t e^{(p+1)s} \|u\|_{L^{s(p+1)\eta}(\Omega)}^{p+1}
\]

\[
+ \frac{C_{14}C_{16}}{1 - a} \int_{s_0}^t e^{(p+1)s} \|u\|_{L^{s(p+1)\eta}(\Omega)}^{p+1} + \frac{C_{14}}{1 - a} e^{(p+1)t} + \frac{|\Omega|M^{p+1}}{C_1} 1 - ae^{(p+1)s_0}
\]

for all \( t \in (s_0, T_{\max}) \). Here we use \( p < 2 \), which namely enables us to pick \( r \in (1, 3) \) such that

\[
(11.3.10) \quad \frac{2 - \frac{3}{(p+1)\eta}}{1 - \frac{3}{(p+1)\eta}} \cdot (p + 1) \cdot \frac{3}{2} \cdot \frac{\frac{3}{p + 1} - \frac{p + 1}{(p+1)\eta}}{\frac{2}{2} + \frac{3}{r}} < 2
\]

holds. Then, by the Gagliardo–Nirenberg inequality, Lemma 11.3.3 and the Young inequality, for any \( \tilde{\varepsilon} > 0 \) we find \( C_{17} = C_{17}(\tilde{\varepsilon}, p, \|n_{1,0}\|_{L^1(\Omega)}, \|n_{2,0}\|_{L^1(\Omega)}, \|u_0\|_{D(A^\theta)}, |\Omega|) > 0 \) such that

\[
(11.3.11) \quad \|u(\cdot, s)\|_{L^{s(p+1)\eta}(\Omega)}^{p+1} \leq \|Au(\cdot, s)\|_{L^1(\Omega)}^{p+1} \|u(\cdot, s)\|_{L^1(\Omega)}^{p+1} \leq C_{17} + \tilde{\varepsilon}\|Au(\cdot, s)\|_{L^2(\Omega)}^2
\]

for all \( s \in (s_0, T_{\max}) \) with \( b := \frac{3}{2} \cdot \frac{3}{p + 1} - \frac{p + 1}{(p+1)\eta} \in (0, 1) \), since \( \frac{p+1}{1 - a} b < 2 \) from (11.3.10). Similarly, there exists a constant \( C_{18} = C_{18}(\tilde{\varepsilon}, p, \|n_{1,0}\|_{L^1(\Omega)}, \|n_{2,0}\|_{L^1(\Omega)}, \|u_0\|_{D(A^\theta)}, |\Omega|) > 0 \) such that

\[
(11.3.12) \quad \|u(\cdot, s)\|_{L^{s(p+1)\eta}(\Omega)}^{p+1} \leq C_{18} + \tilde{\varepsilon}\|Au(\cdot, s)\|_{L^2(\Omega)}^2
\]

for all \( s \in (s_0, T_{\max}) \). Thus combination of (11.3.9) with (11.3.11) and (11.3.12) yields that there is \( C_{19} = C_{19}(\tilde{\varepsilon}, p, \alpha, \beta, \|n_{1,0}\|_{L^1(\Omega)}, \|n_{2,0}\|_{L^1(\Omega)}, \|c_0\|_{L^\infty(\Omega)}, \|u_0\|_{D(A^\theta)}, M, |\Omega|) > 0 \) such that

\[
\int_{s_0}^t e^{(p+1)s} \int_\Omega |\Delta c(\cdot, s)|^{p+1} ds \leq \frac{C_{14}\|c_0\|_{L^\infty(\Omega)}^{p+1}}{1 - a} \int_{s_0}^t e^{(p+1)s} \int_\Omega (n_1^{p+1}(\cdot, s) + n_2^{p+1}(\cdot, s)) ds
\]

\[
+ \left( (C_{14}C_{16})^{\frac{1}{1 - a}} + \frac{C_{14}C_{16}^2}{1 - a} \right) \tilde{\varepsilon} \int_{s_0}^t e^{(p+1)s}\|Au(\cdot, s)\|_{L^2(\Omega)}^2 ds + C_{19}e^{(p+1)t} + C_{19}
\]
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for all \( t \in (s_0, T_{\text{max}}) \), with which \( \varepsilon := (((C_{14}C_{16})^{\frac{1}{p-1}} + C_{14}C_{16})^\frac{1}{p-1}) \) implies this lemma.

\[ \]

**Lemma 11.3.6.** For all \( p > 1 \) there exist constants \( C_{20} = C_{20}(p, \gamma, \delta) > 0 \) and \( C_{21} = C_{21}(p, \gamma, \delta, \|n_{1,0}\|_{L^1(\Omega)}, \|n_{2,0}\|_{L^1(\Omega)}, |\Omega|) > 0 \) such that

\[
\int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |Au|^2 \leq 2e^{(p+1)s_0} \int_{\Omega} |A^{\frac{1}{2}} u(\cdot, s_0)|^2 + C_{20} \int_{s_0}^{t} e^{(p+1)s} \left( \int_{\Omega} n_1^{p+1} + \int_{\Omega} n_2^{p+1} \right) + C_{21} e^{(p+1)t}
\]

for all \( t \in (s_0, T_{\text{max}}) \).

**Proof.** It follows from the fourth equation in (11.1.1), the Young inequality and the continuity of the Helmholtz projection on \( L^2(\Omega; \mathbb{R}^3) \) ([59, Theorem 1]) that

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |A^{\frac{1}{2}} u|^2 + \int_{\Omega} |Au|^2 = \int_{\Omega} Au \cdot \mathcal{P}[(\gamma n_1 + \delta n_2) \nabla \phi] \leq \frac{1}{4} \int_{\Omega} |Au|^2 + \int_{\Omega} |(\gamma n_1 + \delta n_2) \nabla \phi|^2 \\
\leq \frac{1}{4} \int_{\Omega} |Au|^2 + (\gamma^2 + \delta^2) \|\nabla \phi\|_{L^\infty(\Omega)} \int_{\Omega} (n_1^2 + n_2^2) \\
\leq \frac{1}{4} \int_{\Omega} |Au|^2 + (\gamma^2 + \delta^2) \|\nabla \phi\|_{L^\infty(\Omega)}^2 \int_{\Omega} (n_1^2 + n_2^2),
\]

and hence there exists a constant \( C_{22} = C_{22}(\gamma, \delta) > 0 \) such that

\[
(11.3.13) \quad \frac{1}{2} \frac{d}{dt} \int_{\Omega} |A^{\frac{1}{2}} u|^2 + \frac{3}{4} \int_{\Omega} |Au|^2 \leq |\Omega| C_{22} + C_{22} \left( \int_{\Omega} n_1^{p+1} + \int_{\Omega} n_2^{p+1} \right)
\]

and we derive from [48, Part2, Theorem 14.1], Lemma 11.3.3 and the Young inequality that

\[
(11.3.14) \quad \int_{\Omega} |A^{\frac{1}{2}} u|^2 \leq C_{23} \|Au\|_{L^2(\Omega)} \|u\|_{L^2(\Omega)} \leq C_{24} + \frac{1}{p+1} \|Au\|_{L^2(\Omega)}^2
\]

with some constants \( C_{23}, C_{24} = C_{24}(p, \|n_{1,0}\|_{L^1(\Omega)}, \|n_{2,0}\|_{L^1(\Omega)}, |\Omega|) > 0 \). By virtue of (11.3.13) and (11.3.14) we obtain

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |A^{\frac{1}{2}} u|^2 + \frac{p+1}{2} \int_{\Omega} |A^{\frac{1}{2}} u|^2 + \frac{1}{4} \int_{\Omega} |Au|^2 \\
\leq |\Omega| C_{22} + \frac{(p+1)C_{24}}{2} + C_{22} \left( \int_{\Omega} n_1^{p+1} + \int_{\Omega} n_2^{p+1} \right),
\]

and hence we have

\[
\int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |Au|^2 \leq 2e^{(p+1)s_0} \int_{\Omega} |A^{\frac{1}{2}} u(\cdot, s_0)|^2 + 4C_{22} \int_{s_0}^{t} e^{(p+1)s} \left( \int_{\Omega} n_1^{p+1} + \int_{\Omega} n_2^{p+1} \right) + C_{25} e^{(p+1)t}
\]

for all \( t \in (s_0, T_{\text{max}}) \) with some constant \( C_{25} = C_{25}(p, \gamma, \delta, \|n_{1,0}\|_{L^1(\Omega)}, \|n_{2,0}\|_{L^1(\Omega)}, |\Omega|) > 0 \), which concludes the proof. \( \square \)
Lemma 11.3.7. For all \( p \in (1, 2) \) and for all \( \ell > 0 \) there exist positive constants \( K = K(p, \alpha, \beta) > 0 \) and \( C_{26} = C_{26}(p, \ell, \mu_1, \mu_2, \chi_1, \chi_2, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0) > 0 \) such that if \( \mu > \mu_{p,\ell} := \ell + K\ell^{-p}\|c_0\|_{L^\infty(\Omega)}^{p+1} \), then

\[
\|n_i(\cdot, t)\|_{L^p(\Omega)} \leq C_{26} \quad \text{for all } t \in (s_0, T_{\max})
\]

and for \( i = 1, 2 \).

Proof. Lemmas 11.3.4, 11.3.6 and Lemma 11.3.5 with \( \varepsilon = C_4^{-1}C_{20}^{-1}\ell^p\chi^{-(p+1)}\varepsilon \) enable us to find constants \( K = K(p, \alpha, \beta) > 0 \) and \( L = L(p, \mu_1, \mu_2, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0) > 0 \) such that

\[
\frac{1}{p} \int_{\Omega} n_1^p(\cdot, t) + \frac{1}{p} \int_{\Omega} n_2^p(\cdot, t) \\
\leq - (\mu - 2\varepsilon - \ell - K\ell^{-p}\|c_0\|_{L^\infty(\Omega)}^{p+1}) e^{-(p+1)t} \int_{s_0}^t e^{(p+1)s} \left( \int_{\Omega} n_{1}^{p+1}(\cdot, s) + \int_{\Omega} n_{2}^{p+1}(\cdot, s) \right) ds \\
+ L\ell^{-p}\chi^{p+1} + L
\]

for all \( t \in (s_0, T_{\max}) \). Assume that \( \mu > \mu_{p,\ell} \). Then there exists \( \varepsilon \in (0, \frac{\mu - \mu_{p,\ell}}{2}) \) such that

\[
\mu - 2\varepsilon - \ell - K\ell^{-p}\|c_0\|_{L^\infty(\Omega)}^{p+1} \geq 0.
\]

Thus we derive that

\[
\frac{1}{p} \int_{\Omega} n_1^p(\cdot, t) + \frac{1}{p} \int_{\Omega} n_2^p(\cdot, t) \leq L\ell^{-p}\chi^{p+1} + L
\]

holds for all \( t \in (s_0, T_{\max}) \), which enables us to obtain this lemma.

The proof of the following lemma is based on the method in [210, Proof of Theorem 1].

Lemma 11.3.8. There is a constant \( \xi_0 = \xi_0(\alpha, \beta) > 0 \) such that if \( \chi\|c_0\|_{L^\infty(\Omega)} < \xi_0\mu \), then for all \( p \in \left( \frac{3}{2}, 2 \right) \),

\[
\|n_i(\cdot, t)\|_{L^p(\Omega)} \leq C_{27}
\]

holds for all \( t \in (0, T_{\max}) \) and \( i = 1, 2 \) with some \( C_{27} = C_{27}(p, \mu_1, \mu_2, \chi_1, \chi_2, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0) > 0 \).

Proof. Let \( p \in \left( \frac{3}{2}, 2 \right) \) and let \( \xi = \xi(p, \alpha, \beta) > 0 \) satisfy

\[
\inf_{\ell > 0} \mu_{p,\ell} = \inf_{\ell > 0} (\ell + K\ell^{-p}\|c_0\|_{L^\infty(\Omega)}^{p+1}) = \frac{1}{\xi}\chi\|c_0\|_{L^\infty(\Omega)}.
\]

Then we can see that \( \chi\|c_0\|_{L^\infty(\Omega)} < \xi \mu \) implies \( \mu > \mu_{p,\ell} \) with some \( \ell > 0 \). Therefore Lemma 11.3.7 implies that there exists a constant \( C_{28} = C_{28}(p, \mu_1, \mu_2, \chi_1, \chi_2, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0) > 0 \) such that

\[
\|n_i(\cdot, t)\|_{L^p(\Omega)} \leq C_{28} \quad \text{for all } t \in (0, T_{\max})
\]

for each \( i = 1, 2 \). Now if we put \( \xi_0 = \xi_0(\alpha, \beta) := \inf_{p \in \left( \frac{3}{2}, 2 \right)} \xi(p, \alpha, \beta) \) and assume that \( \chi\|c_0\|_{L^\infty(\Omega)} < \xi_0\mu \), then we can see this lemma.
Lemma 11.3.9. Assume \( \|c_0\|_{L^\infty(\Omega)} < \xi_0\mu \), where \( \xi_0 \) is the constant defined in Lemma 11.3.8. Then there is a constant \( C_{29} = C_{29}(p, \mu_1, \mu_2, \chi_1, \chi_2, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0) > 0 \) such that

\[
\|A^q u(\cdot, t)\|_{L^2(\Omega)} \leq C_{29} \quad \text{and} \quad \|u(\cdot, t)\|_{L^\infty(\Omega)} \leq C_{29}
\]

for all \( t \in (0, T_{\text{max}}) \).

**Proof.** Noting that \( \frac{1}{2} + \frac{\theta}{3} (1 - \vartheta) \in \left( \frac{1}{2}, \frac{3}{2} \right) \), we can pick \( p \in \left( \frac{1}{\vartheta + \frac{3}{2} \left( \frac{1}{p} - \frac{1}{2} \right)}, 2 \right) \). It follows from Lemma 11.3.8, well-known regularization estimates for Stokes semigroup \([62, 162]\) and the continuity of the Helmholtz projection on \( L^r(\Omega; \mathbb{R}^3) \) (see e.g., \([59, \text{Theorem 1}]\)) that there exist constants \( C_{30} = C_{30}(\|\cdot\|_\Omega), C_{31} = C_{31}(\|\cdot\|_\Omega), C_{32} = C_{32}(p, \mu_1, \mu_2, \chi_1, \chi_2, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|), C_{33} = C_{33}(p, \mu_1, \mu_2, \chi_1, \chi_2, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0 \) and \( \lambda > 0 \) such that

\[
\|A^q u(\cdot, t)\|_{L^2(\Omega)} \leq \|A^q e^{-tA} u_0\|_{L^2(\Omega)} + \int_0^t \|A^q e^{-tA} A P[(\gamma n_1(\cdot, s) + \delta n_2(\cdot, s))\nabla \varphi]\|_{L^2(\Omega)} \, ds
\]

\[
\leq \|A^q u_0\|_{L^2(\Omega)} + C_{30} \int_0^t (t - s)^{-\vartheta - \frac{3}{2} (\frac{1}{p} - \frac{1}{2})} e^{-\lambda(t-s)} \|P[(\gamma n_1(\cdot, s) + \delta n_2(\cdot, s))\nabla \varphi]\|_{L^p(\Omega)} \, ds
\]

\[
\leq \|A^q u_0\|_{L^2(\Omega)} + C_{31} \int_0^t (t - s)^{-\vartheta - \frac{3}{2} (\frac{1}{p} - \frac{1}{2})} e^{-\lambda(t-s)} \|\gamma n_1(\cdot, s) + \delta n_2(\cdot, s)\|_{L^p(\Omega)} \, ds
\]

\[
\leq \|A^q u_0\|_{L^2(\Omega)} + C_{32} \int_0^\infty \sigma^{-\vartheta - \frac{3}{2} (\frac{1}{p} - \frac{1}{2})} e^{-\lambda \sigma} \, d\sigma \leq C_{33}
\]

for all \( t \in (0, T_{\text{max}}) \) since \( \vartheta + \frac{3}{2} (\frac{1}{p} - \frac{1}{2}) < 1 \). Moreover, the properties of \( D(A^q) \) (\([61, \text{Theorem 3}]\) and \([68, \text{Theorem 1.6.1}]\)) imply that there exists \( C_{34} = C_{34}(\|\cdot\|_\Omega) > 0 \) such that

\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} \leq C_{34} \|A^q u(\cdot, t)\|_{L^2(\Omega)}
\]

for all \( t \in (0, T_{\text{max}}) \), which concludes the proof. \( \square \)

Lemma 11.3.10. Assume \( \|c_0\|_{L^\infty(\Omega)} < \xi_0\mu \), where \( \xi_0 \) is the constant defined in Lemma 11.3.8. Then for all \( r \in [1, 6) \cap [1, q] \) there exists \( C_{35} > 0 \) such that

\[
\|\nabla c(\cdot, t)\|_{L^r(\Omega)} \leq C_{35} \quad \text{for all} \quad t \in (0, T_{\text{max}}).
\]

**Proof.** We first verify the \( L^2 \)-estimate for \( \nabla c \). Multiplying the third equation by \( -\Delta c \) and integrating it over \( \Omega \), we obtain from integration by parts and the Young inequality that

\[
\frac{1}{2} \frac{d}{dt} \int_\Omega |\nabla c|^2 + \int_\Omega |
\Delta c|^2 \leq (\alpha^2 + \beta^2) \|c_0\|_{L^\infty(\Omega)} \int_\Omega (n_1^2 + n_2^2) + C_{29} \int_\Omega |\nabla c|^2
\]

on \( (0, T_{\text{max}}) \). Using the Hölder inequality and the Gagliardo–Nirenberg inequality, we can find \( C_{36} > 0 \) such that

\[
(11.3.15) \quad \|\nabla c\|_{L^2(\Omega)}^2 \leq |\Omega| \|\nabla c\|_{L^2(\Omega)}^2 \leq C_{36} \|\Delta c\|_{L^2(\Omega)} \|c\|_{L^\infty(\Omega)} + \|c\|_{L^\infty(\Omega)},
\]
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which leads to

\[(11.3.16)\quad (2C_{29} + 1) \int_\Omega |\nabla c|^2 \leq 2 \int_\Omega |\Delta c|^2 + \left( \frac{(2C_{29} + 1)^2C_{36}^2}{8} + (2C_{29} + 1)C_{36} \right) ||c_0||_{L^\infty(\Omega)}^2.\]

Therefore, since

\[
\frac{d}{dt} \int_\Omega |\nabla c|^2 + \int_\Omega |\nabla c|^2 \leq 2(\alpha^2 + \beta^2)||c_0||_{L^\infty(\Omega)} \int_\Omega (n_1^2 + n_2^2) + \left( \frac{(2C_{29} + 1)^2C_{36}^2}{8} + (2C_{29} + 1)C_{36} \right) ||c_0||_{L^\infty(\Omega)}^2
\]

holds and \( \int_t^{t+\tau} \int_\Omega (n_1^2 + n_2^2) \) is bounded on \((0, T_{\text{max}} - \tau)\) with \( \tau = \min\{1, T_{\text{max}}\}\), a Gronwall-type lemma (see e.g., [174, Lemma 2.3]) yields the \(L^2\)-estimate for \(\nabla c\). Next we let \( r \in (3, 6) \cap (1, q] \) and fix \( p \in (\frac{3p}{q+3}, 2) \), and will see the \(L^r\)-estimate for \(\nabla c\). An application of the variation of constants formula for \(c\) leads to

\[(11.3.17)\quad ||\nabla c(\cdot, t)||_{L^r(\Omega)} \leq ||\nabla e^{t(\Delta-1)}c_0||_{L^r(\Omega)}
+ \int_0^t ||\nabla e^{(t-s)(\Delta-1)}(\alpha n_1(\cdot, s) + \beta n_2(\cdot, s) + 1)c(\cdot, s)||_{L^r(\Omega)} ds
+ \int_0^t ||\nabla e^{(t-s)(\Delta-1)}u(\cdot, s) \cdot \nabla c(\cdot, s)||_{L^r(\Omega)} ds
\]

for all \( t \in (s_0, T_{\text{max}}) \). Noting that \( q > r \), we derive from the Hölder inequality and Lemma 2.2.2 that there exist constants \(C_{37}, C_{38} > 0\) such that

\[(11.3.18)\quad ||\nabla e^{t(\Delta-1)}c_0||_{L^r(\Omega)} \leq C_{37} ||\nabla e^{t(\Delta-1)}c_0||_{L^q(\Omega)} \leq C_{38} ||\nabla c_0||_{L^q(\Omega)}.
\]

We next establish the estimate for the second term on the right-hand side of (11.3.17). Lemmas 11.3.2 and 11.3.8 yield that there exist constants \(C_{39}, C_{40} > 0\) such that

\[(11.3.19)\quad \int_0^t ||\nabla e^{(t-s)(\Delta-1)}(\alpha n_1(\cdot, s) + \beta n_2(\cdot, s) + 1)c(\cdot, s)||_{L^r(\Omega)} ds
\leq C_{39} \int_0^t [1 + (t-s)^{-\frac{1}{2} - \frac{3}{2}(\frac{1}{p} - \frac{1}{r})}]e^{-(t-s)}(||n_1(\cdot, s)||_{L^p(\Omega)} + ||n_2(\cdot, s)||_{L^p(\Omega)} + ||\Omega||_{L^r}^\frac{1}{r}) ds
\leq C_{40} \int_0^t [1 + (t-s)^{-\frac{1}{2} - \frac{3}{2}(\frac{1}{p} - \frac{1}{r})}]e^{-(t-s)} ds
\]

for all \( t \in (s_0, T_{\text{max}}) \). Here, since \( \frac{1}{2} + \frac{3}{2}(\frac{1}{p} - \frac{1}{r}) < 1 \) holds from \( r \leq q < \frac{3p}{3p - 2} \), we have

\[(11.3.20)\quad \int_0^t [1 + (t-s)^{-\frac{1}{2} - \frac{3}{2}(\frac{1}{p} - \frac{1}{r})}]e^{-(t-s)} ds \leq \int_0^\infty [1 + \sigma^{-\frac{1}{2} - \frac{3}{2}(\frac{1}{p} - \frac{1}{r})}]e^{-\sigma} d\sigma < \infty.
\]
Combination of (11.3.19) and (11.3.20) derives that

\( (11.3.21) \quad \int_0^t \| \nabla e(t-s)(\Delta^{-1})(\alpha n_1(\cdot, s) + \beta n_2(\cdot, s) + 1)c(\cdot, s) \|_{L^r(\Omega)} \, ds \leq C_{41} \)

with some constant \( C_{41} > 0 \). Finally we will deal with the third term on the right-hand side of (11.3.17). Noticing that \( \frac{1}{2} + \frac{3}{2}(\frac{1}{2} - \frac{1}{r}) < 1 \) and

\[ \| u(\cdot, s) \cdot \nabla c(\cdot, s) \|_{L^2(\Omega)} \leq C_{42} \]

for all \( s \in (0, T_{\text{max}}) \) with some \( C_{42} > 0 \), we find \( C_{43}, C_{44}, C_{45} > 0 \) such that

\( (11.3.22) \quad \int_0^t \| \nabla e(t-s)(\Delta^{-1})u(\cdot, s) \cdot \nabla c(\cdot, s) \|_{L^r(\Omega)} \, ds \)

\[ \leq C_{43} \int_0^t [1 + (t-s)^{-\frac{1}{2} - \frac{3}{2}(\frac{1}{2} - \frac{1}{r})}]e^{-(t-s)}\| u(\cdot, s) \cdot \nabla c(\cdot, s) \|_{L^2(\Omega)} \, ds \]

\[ \leq C_{44} \int_0^t [1 + (t-s)^{-\frac{1}{2} - \frac{3}{2}(\frac{1}{2} - \frac{1}{r})}]e^{-(t-s)} \, ds \leq C_{45} \]

for all \( t \in (0, T_{\text{max}}) \). Therefore in light of (11.3.17), (11.3.18), (11.3.21) and (11.3.22) there exists a constant \( C_{46} > 0 \) that

\[ \| \nabla c(\cdot, t) \|_{L^r(\Omega)} \leq C_{46} \]

for all \( t \in (0, T_{\text{max}}) \).

Then we will derive the \( L^\infty \)-estimate for \( n_i \) by using well-known semigroup estimates.

**Lemma 11.3.11.** Assume \( \chi \| c_0 \|_{L^\infty(\Omega)} < \xi_0 \mu \), where \( \xi_0 \) is the constant defined in Lemma 11.3.8. Then there exists a constant \( C_{47} > 0 \) such that

\[ \| n_i(\cdot, t) \|_{L^\infty(\Omega)} \leq C_{47} \quad \text{for all } t \in (0, T_{\text{max}}) \]

for \( i = 1, 2 \).

**Proof.** The proof is based on an argument in the proof of [5, Lemma 3.2]. We let \( p \in (\frac{3}{2}, 2) \) with \( \frac{3p}{3-p} < q \). Then, thanks to Lemma 11.3.8, we obtain

\[ \| n_1(\cdot, t) \|_{L^p(\Omega)} \leq C_{48} \]

for all \( t \in (0, T_{\text{max}}) \) with some \( C_{48} > 0 \). Now we can choose \( r \in (3, q) \) such that \( p > \frac{3p}{3+r} \) and \( \theta > 1 \) satisfying \( \frac{1}{\theta} < \min\left\{ 1 - \frac{r(3-p)}{3p}, \frac{q-r}{q} \right\} \), and put \( \theta' := \frac{\theta}{\theta - 1} \), and then

\[ r\theta' < \frac{3p}{3-p} \quad \text{and} \quad r\theta' < q \]

hold. Now for all \( T' \in (0, T_{\text{max}}) \) we note that

\[ B(T') := \sup_{t \in (0, T')} \| n_1(\cdot, t) \|_{L^\infty(\Omega)} \]
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is finite. In order to obtain the estimate for $B(T')$ for all $t \in (0, T')$ we put $t_0 := (t - 1)^+$ and represent $n_1$ according to

$$n_1(\cdot, t) = e^{(t-t_0)\Delta}n_1(\cdot, t_0) - \int_{t_0}^{t} e^{(t-s)\Delta} \nabla \cdot (\chi n_1(\cdot, s) \nabla c(\cdot, s) + n_1(\cdot, s)u(\cdot, s)) \, ds$$

$$+ \mu_1 \int_{t_0}^{t} e^{(t-s)\Delta}n_1(\cdot, s)(1 - n_1(\cdot, s) - a_1n_2(\cdot, s)) \, ds$$

$$=: I_1(\cdot, t) + I_2(\cdot, t) + I_3(\cdot, t).$$

In the case that $t \leq 1$, from the order preserving property of the Neumann heat semigroup we know that

$$\|I_1(\cdot, t)\|_{L^\infty(\Omega)} \leq \|n_{1,0}\|_{L^\infty(\Omega)} \quad \text{for all} \quad t \in (0, \min\{1, T'\}).$$

In the case that $t > 1$, by using the $L^p$-$L^q$ estimate for $(e^{s\Delta})_{s \geq 0}$ (see Lemma 2.2.2) and Lemma 11.3.8 we can see that there exists a constant $C_{49} > 0$ such that

$$\|I_1(\cdot, t)\|_{L^\infty(\Omega)} \leq \|n_1(\cdot, t_0)\|_{L^p(\Omega)} \leq C_{49} \quad \text{for all} \quad t \in (1, T').$$

Thanks to the elementary inequality

$$\mu_1 n_1(1 - n_1 - a_1n_2) \leq -\mu_1 \left( n_1 - \frac{1 + \mu_1}{2\mu_1} \right)^2 + \frac{(1 + \mu_1)^2}{4\mu_1} \leq \frac{(1 + \mu_1)^2}{4\mu_1}$$

together with the maximum principle, we see that there exists a constant $C_{50} > 0$ such that

$$I_3(\cdot, t) \leq C_{50} \quad \text{for all} \quad t \in (1, T').$$

Next we obtain from the known smoothing property of $(e^{s\Delta})_{s \geq 0}$ (see [52]) that

$$\int_{t_0}^{t} \left\| e^{(t-s)\Delta} \nabla \cdot (\chi n_1(\cdot, s) \nabla c(\cdot, s) + n_1(\cdot, s)u(\cdot, s)) \right\|_{L^\infty(\Omega)} \, ds$$

$$\leq C_{51} \sup_{s \in (0, T')} \left( \chi_1 \|n_1(\cdot, s)\nabla c(\cdot, s)\|_{L^\infty(\Omega)} + \|n_1(\cdot, s)u(\cdot, s)\|_{L^\infty(\Omega)} \right) \int_{0}^{1} \sigma^{-\frac{1}{2} - \frac{3}{p'}} \, d\sigma$$

for all $t \in (0, T')$ with some $C_{51} > 0$. Here we note from $\frac{1}{2} + \frac{3}{2p'} < 1$ that $\int_{0}^{1} \sigma^{-\frac{1}{2} - \frac{3}{p'}} \, d\sigma$ is finite. Then we can obtain that

$$\|n_1(\cdot, s)\nabla c(\cdot, s)\|_{L^\infty(\Omega)} \leq \|n_1(\cdot, s)\|_{L^p(\Omega)} \|\nabla c(\cdot, s)\|_{L^{q}(\Omega)}$$

$$\leq B(T')^{1 - \frac{3}{p}} \|n_1(\cdot, s)\|_{L^{q}(\Omega)} \|\nabla c(\cdot, s)\|_{L^{q}(\Omega)}$$

for all $s \in (0, T')$. Noting from $r\theta' < \frac{3p}{3-p}$ that

$$r\theta' \in (3, 6) \cap (1, q],$$
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we have from Lemma 11.3.10 that there exists $C_{52} > 0$ such that
\[ \| \nabla c(\cdot; s) \|_{L^{r'}(\Omega)} \leq C_{52} \quad \text{for all } s \in (0, T'). \]
Therefore we can find $C_{53} > 0$ satisfying
\[ \| n_1(\cdot; s) \nabla c(\cdot; s) \|_{L^r(\Omega)} \leq C_{53} \quad \text{for all } s \in (0, T'). \]
Similarly, from Lemma 11.3.9 there exists a constant $C_{54} > 0$ such that
\[ \| n_1(\cdot; s) u(\cdot; s) \|_{L^r(\Omega)} \leq C_{54} B(T')^{1 - \frac{1}{r}} \| n_1(\cdot; s) \|_{L^1(\Omega)}. \]
Therefore Lemma 11.3.1 leads to the existence of $C_{55}, C_{56} > 0$ such that
\[ n_1(\cdot; t) \leq \| I_1(\cdot; t) \|_{L^\infty(\Omega)} + \| I_2(\cdot; t) \|_{L^\infty(\Omega)} + I_3(\cdot; t) \leq C_{55} + C_{56} B(T')^{1 - \frac{1}{r}} \]
for all $t \in (0, T')$, which implies from the positivity of $n_1$ that
\[ B(T') \leq C_{55} + C_{56} B(T')^{1 - \frac{1}{r}}. \]
Noticing that $r\theta > 1$, we derive that there exists $C_{57} > 0$ such that
\[ B(T') = \sup_{t \in (0, T')} \| n_1(\cdot; t) \|_{L^\infty(\Omega)} \leq C_{57} \quad \text{for all } T' \in (0, T_{\text{max}}). \]
Similarly we prove that there exists a constant $C_{58} > 0$ such that $\| n_2(\cdot; t) \|_{L^\infty(\Omega)} \leq C_{58}$ for all $t \in (0, T_{\text{max}})$. Therefore we can attain the conclusion of the proof. \(\square\)

**Proof of Theorem 11.1.1.** Combination of Lemmas 11.2.1, 11.3.9, 11.3.10 and 11.3.11 directly leads to Theorem 11.1.1. \(\square\)

### 11.4. Stabilization. Proof of Theorem 11.1.2

Now we assume that $\| c_0 \|_{L^\infty(\Omega)} < \xi_0 \mu$ holds, where $\xi_0$ is the constant defined in Lemma 11.3.8. In this section we will show stabilization in (11.1.1). Here asymptotic stability in the case that $a_1 < 1 \leq a_2$ can be shown by arguments similar to those in the case that $a_2 < 1 \leq a_1$. Thus we only show convergence in the cases that $a_1, a_2 < 1$ and $a_2 < 1 \leq a_1$. The same arguments as in the proofs of Theorem 9.1.2 yield the following two lemmas; therefore we write brief proofs.

**Lemma 11.4.1.** Let $a_1, a_2 \in (0, 1)$ and let $(n_1, n_2, c, u, P)$ be a solution to (11.1.1). Under the assumption of Theorem 11.1.1, there exist $k_1, \ell_1 > 0$ and $\varepsilon_1 > 0$ such that the nonnegative functions $E_1$ and $F_1$ defined by
\[
E_1 := \int_{\Omega} \left( n_1 - N_1 \log \frac{n_1}{N_1} \right) + k_1 \int_{\Omega} \left( n_2 - N_2 \log \frac{n_2}{N_2} \right) + \ell_1 \int_{\Omega} c^2
\]
and
\[
F_1 := \int_{\Omega} (n_1 - N_1)^2 + \int_{\Omega} (n_2 - N_2)^2 + \int_{\Omega} (\alpha n_1 + \beta n_2) c^2
\]
satisfy

\[ \frac{d}{dt} E_1(t) \leq -\varepsilon_1 F_1(t) \quad \text{for all } t > 0, \]

where

\[ N_1 := \frac{1 - a_1}{1 - a_1 a_2}, \quad N_2 := \frac{1 - a_2}{1 - a_1 a_2}, \]

which implies that the solution of (11.1.1) satisfies the following properties:

\[ \|n_1(\cdot, t) - N_1\|_{L^\infty(\Omega)} \to 0, \quad \|n_2(\cdot, t) - N_2\|_{L^\infty(\Omega)} \to 0 \quad \text{as } t \to \infty. \]

**Proof.** We put \( k_1 = a_1 a_2 \) and \( \ell_1 > \frac{N_1 x_1^2}{4} + \frac{k_1 N_2 x_2^2}{4} \). Then straightforward calculations and the Young inequality derive that the functions

\[ E_1 := \int_\Omega \left( n_1 - N_1 \log \frac{n_1}{N_1} \right) + k_1 \int_\Omega \left( n_2 - N_2 \log \frac{n_2}{N_2} \right) + \ell_1 \int_\Omega c^2 \]

and

\[ F_1 := \int_\Omega (n_1 - N_1)^2 + \int_\Omega (n_2 - N_2)^2 + \int_\Omega (\alpha n_1 + \beta n_2) c^2 \]

satisfy (11.4.1) with some \( \varepsilon_1 > 0 \). Moreover, noting from integrating (11.4.1) over \((0, \infty)\) and nonnegativity of \( E_1 \) that

\[ \varepsilon_1 \int_0^\infty \int_\Omega (n_1 - N_1)^2 + \varepsilon_1 \int_0^\infty \int_\Omega (n_2 - N_2)^2 \leq E_1(0), \]

we can see from standard compactness arguments (see, e.g., Lemma 6.3.1) that (11.4.2) holds.

\[ \square \]

**Lemma 11.4.2.** Let \( a_1 \geq 1 > a_2 \) and let \((n_1, n_2, c, u, P)\) be a solution to (11.1.1). Under the assumption of Theorem 11.1.1, there exist \( k_2, \ell_2 > 0 \) and \( \varepsilon_2 > 0 \) such that the nonnegative functions \( E_2 \) and \( F_2 \) defined by

\[ E_2 := \int_\Omega n_1 + k_2 \int_\Omega (n_2 - \log n_2) + \ell_2 c^2 \]

and

\[ F_2 := \int_\Omega n_1^2 + \int_\Omega (n_2 - 1)^2 + \int_\Omega (\alpha n_1 + \beta n_2) c^2 \]

satisfy

\[ \frac{d}{dt} E_2(t) \leq -\varepsilon_2 F_2(t) \quad \text{for all } t > 0, \]

which implies that

\[ \|n_1(\cdot, t)\|_{L^\infty(\Omega)} \to 0, \quad \|n_2(\cdot, t) - 1\|_{L^\infty(\Omega)} \to 0 \quad \text{as } t \to \infty. \]
Proof. We put \( k_2 = \frac{m_1}{a_2 \mu_2} \) and \( \ell_2 > \frac{k_2 \chi_2^2}{4} \). Then we can obtain from straightforward calculations and the Young inequality that the functions

\[
E_2 := \int_{\Omega} n_1 + k_2 \int_{\Omega} (n_2 - \log n_2) + \frac{\ell_2}{2} \int_{\Omega} c^2
\]

and

\[
F_2 := \int_{\Omega} n_1^2 + \int_{\Omega} (n_2 - 1)^2 + \int_{\Omega} (\alpha n_1 + \beta n_2) c^2
\]

satisfy (11.4.3) with some \( \varepsilon_2 > 0 \). Furthermore, since integrating (11.4.3) over \((0, \infty)\) and nonnegativity of \( E_2 \) yield that

\[
\varepsilon_2 \int_0^\infty \int_{\Omega} n_1^2 + \varepsilon_2 \int_0^\infty \int_{\Omega} (n_2 - 1)^2 \leq E_2(0),
\]

the standard compactness arguments enable us to obtain (11.4.4).

We next show the lower estimate for \( n_2 \), which will be used later.

**Lemma 11.4.3.** Let \( a_2 \in (0, 1) \). Under the assumption of Theorem 11.1.1, there exist constants \( C_{59} > 0 \) and \( T^* > 0 \) such that

\[
n_2(x, t) \geq C_{59} \quad \text{for all } x \in \Omega \text{ and all } t > T^*.
\]

**Proof.** We first deal with the case that \( a_1, a_2 \in (0, 1) \). Now thanks to Lemma 11.4.1, there is \( T^* > 0 \) such that

\[
\| n_2(\cdot, t) - N_2 \|_{L^\infty(\Omega)} \leq \frac{N_2}{2} \quad \text{for all } t > T^*,
\]

which means that

\[
n_2(x, t) \geq \frac{N_2}{2} \quad \text{for all } x \in \Omega \text{ and all } t > T^*.
\]

In the case that \( a_1 \geq 1 > a_2 \) a similar argument leads to the lower estimate for \( n_2 \). Therefore we can conclude the proof.

Finally we give the following lemma to establish the decay properties of \( c \) and \( u \).

**Lemma 11.4.4.** Under the assumption of Theorem 11.1.1, the solution of (11.1.1) satisfies

\[
\| c(\cdot, t) \|_{L^\infty(\Omega)} \to 0, \quad \| u(\cdot, t) \|_{L^\infty(\Omega)} \to 0 \quad \text{as } t \to \infty.
\]

**Proof.** Noting from Lemmas 11.4.1 and 11.4.2 that

\[
\int_{T^*}^\infty \int_{\Omega} (\alpha n_1 + \beta n_2) c^2 < \infty
\]

and using Lemma 11.4.3, we can establish that

\[
\int_{T^*}^\infty \int_{\Omega} c^2 < \infty.
\]
which entails
\[ \| c(\cdot, t) \|_{L^\infty(\Omega)} \to 0 \]
as \( t \to \infty \) by using the same argument as in Lemma 6.3.1. Next we will show that
\[ \| u(\cdot, t) \|_{L^\infty(\Omega)} \to 0 \]
as \( t \to \infty \). Let \( \theta \in (\frac{3}{4}, 1) \) and \( a = \frac{\theta}{\pi} \in (0, 1) \). It follows from combination of [61, Theorem 3], [68, Theorem 1.6.1], [48, Part 2, Theorem 14.1] and Lemma 11.3.9 that there exist constants \( C_{60}, C_{61}, C_{62} > 0 \) such that
\begin{equation}
|u|_{L^2(\Omega)} \leq C_{60} \| A^\theta u \|_{L^2(\Omega)}
\leq C_{61} \| A^\theta u \|_{L^2(\Omega)} \| A^0 u \|_{L^2(\Omega)}^{1-a}
\leq C_{62} \| u \|_{L^2(\Omega)}^{1-a},
\end{equation}
which means that it is sufficient to show that
\[ \| u(\cdot, t) \|_{L^2(\Omega)} \to 0 \quad \text{as} \quad t \to \infty. \]
We first note from the Poincaré inequality that there exists a constant \( C_{63} > 0 \) such that
\[ \| u(\cdot, s) \|_{L^2(\Omega)} \leq C_{63} \| \nabla u(\cdot, s) \|_{L^2(\Omega)} \]
for all \( s \in (0, \infty) \). Put
\[ (n_{1,\infty}, n_{2,\infty}) = \begin{cases} (N_1, N_2) & (a_1, a_2 \in (0, 1)), \\
(0, 1) & (a_1 \geq 1 > a_2 > 0). \end{cases} \]
We infer from the fourth equation in (11.1.1) and the Young inequality that
\[ \frac{1}{2} \frac{d}{dt} \int_\Omega |u|^2 + \int_\Omega |\nabla u|^2 
\leq \int_\Omega (\gamma(n_1 - n_{1,\infty}) + \delta(n_2 - n_{2,\infty})) \nabla \phi \cdot u + (\gamma n_{1,\infty} + \delta n_{2,\infty}) \int_\Omega \nabla \phi \cdot u
\leq \frac{1}{4C_{63}} \int_\Omega |u|^2 + C_{64} \left( \int_\Omega (n_1 - n_{1,\infty})^2 + \int_\Omega (n_2 - n_{2,\infty})^2 \right) + (\gamma n_{1,\infty} + \delta n_{2,\infty}) \int_\Omega \nabla \phi \cdot u \]
for all \( t \in (0, \infty) \) with some constant \( C_{64} > 0 \). Since \( \nabla \cdot u = 0 \) in \( \Omega \times (0, \infty) \), the functions
\[ y(t) := \int_\Omega |u(\cdot, t)|^2 \]
and
\[ h(t) := 2C_{64} \left( \int_\Omega (n_1 - n_{1,\infty})^2 + \int_\Omega (n_2 - n_{2,\infty})^2 \right) \]
satisfy
\[ y'(t) + C_{65} y(t) \leq h(t) \]
with some $C_{65} > 0$. Hence it holds that
\begin{equation}
(11.4.6) \quad y(t) \leq y(0)e^{-C_{65}t} + \int_0^t e^{-C_{65}(t-s)}h(s) \, ds
\leq y(0)e^{-C_{65}t} + \int_0^t \frac{1}{2} e^{-C_{65}(t-s)}h(s) \, ds + \int_0^t e^{-C_{65}(t-s)}h(s) \, ds.
\end{equation}

Here we see from Lemma 11.3.11 that there exists a constant $C_{66} > 0$ such that $h(s) \leq C_{66}$ for all $s > 0$, and hence we have
\begin{equation}
(11.4.7) \quad \int_0^t \frac{1}{2} e^{-C_{65}(t-s)}h(s) \, ds \leq C_{66}e^{-C_{65}t} \int_0^t \frac{1}{2} e^{C_{65}s} \, ds \leq C_{67}e^{-\frac{C_{65}}{2}t}
\end{equation}
with some $C_{67} > 0$. On the other hand, noting from (11.4.1) and (11.4.3) that
\[ \int_0^\infty h(s) \, ds < \infty, \]
we can see that
\begin{equation}
(11.4.8) \quad 0 \leq \int_0^t e^{-C_{65}(t-s)}h(s) \, ds \leq \int_0^t h(s) \, ds \to 0 \quad \text{as } t \to \infty.
\end{equation}

Therefore combination of (11.4.6) with (11.4.7) and (11.4.8) leads to
\[ \|u(\cdot, t)\|_{L^2(\Omega)}^2 = y(t) \to 0 \quad \text{as } t \to \infty, \]
which with (11.4.5) means the end of the proof.

\section*{Proof of Theorem 11.1.2.} Lemmas 11.4.1, 11.4.2, and 11.4.4 directly show Theorem 11.1.2.
Chapter 12

Global existence and asymptotic behavior of classical solutions for a 3D two-species Keller–Segel-Stokes system with competitive kinetics

12.1. Background and results

Let \( n \) denote the density of the cells and \( c \) present the concentration of the chemical signal. The mathematical model describing the above mechanism which was first proposed by Keller–Segel \([89]\) reads as

\[
\begin{align*}
n_t &= \Delta n - \nabla \cdot (n \nabla c), \\
c_t &= \Delta c - c + n.
\end{align*}
\]

In the above system which is called Keller–Segel system, it is known that the size of initial data determine whether classical solutions of the above system exist globally or not \( ([25, 76, 144, 194]) \). In the 2-dimensional setting global classical solutions of the above system exist when the mass of an initial data \( n_0 \) is sufficiently small \( ([144]) \). On the other hand, there exist initial data such that the mass of the initial data is large enough and a solution blows up in finite time in a 2-dimensional bounded domain \( ([76]) \).

In the higher dimensional case it is known that, if an initial data \( (n_0, c_0) \) is sufficiently small with respect to suitable Lebesgue norm, then global existence and boundedness of classical solutions hold \( ([25, 194]) \). Then we expect that existence of blow-up solutions hold under some largeness condition for initial data also in the higher-dimensional case; however, Winkler \([194]\) showed that for all \( m > 0 \) there exist initial data \( n_0 \) such that \( \|n_0\|_{L^1(\Omega)} = m \) and a solution blows up in finite time in the case that the domain is a ball in \( \mathbb{R}^N \) with \( N \geq 3 \).

As we mentioned above, we can see that whether solutions of the Keller–Segel system blow up or not depends on initial data. On the other hand, it is known that the logistic term can prevent solutions from blowing up even though a initial data is large enough \( ([100, 152, 195]) \). Osaki–Tsujikawa–Yagi–Mimura \([152]\) obtained that, in the
2-dimensional case, the chemotaxis system with logistic source

\[
\begin{aligned}
n_t &= \Delta n - \chi \nabla \cdot (n \nabla c) + rn - \mu n^2, \\
c_t &= \Delta c - c + n,
\end{aligned}
\]

where \(\chi, r, \mu > 0\), possesses a unique global solution for all \(\chi, r, \mu > 0\) and all initial data. In the higher dimensional case, Winkler [195, 199] established existence of global classical solutions under the condition that \(\mu > 0\) is sufficiently large. Moreover, asymptotic behavior of the solutions was obtained: \(n(\cdot, t) \to \frac{r}{\mu}, c(\cdot, t) \to \frac{c^*}{\mu}\) in \(L^\infty(\Omega)\) as \(t \to \infty\) ([67]).

Recently, Lankeit [100] obtained global existence of weak solutions to the chemotaxis system with logistic source for all \(r \in \mathbb{R}\) and any \(\mu > 0\) and the eventual smoothness of the solutions was derived if \(r \in \mathbb{R}\) is small. More related works which deal with the Keller–Segel system and the chemotaxis system with logistic source can be found in [5, Section 3].

The chemotaxis system with logistic source is a single-species case, and has a classical solution which converges to the constant steady state \((\frac{r}{\mu}, \frac{c^*}{\mu})\) under certain conditions on the parameters. On the other hand, the two-species chemotaxis-competition system

\[
\begin{aligned}
(n_1)_t &= \Delta n_1 - \chi_1 \nabla \cdot (n_1 \nabla c) + \mu_1 n_1 (1 - n_1 - a_1 n_2), \\
(n_2)_t &= \Delta n_2 - \chi_2 \nabla \cdot (n_2 \nabla c) + \mu_2 n_2 (1 - a_2 n_1 - n_2), \\
c_t &= \Delta c - c + \alpha n_1 + \beta n_2,
\end{aligned}
\]

where \(\chi_1, \chi_2, \mu_1, \mu_2, a_1, a_2, \alpha, \beta > 0\), which describes the evolution of two competing species which react on a single chemoattractant, has different dynamics depending on \(a_1\) and \(a_2\) ([4, 115, 164, 178] and Chapters 5, 6, 7, 8). In the 2-dimensional case Bai–Winkler [4] obtained global existence of solutions to the above system for all parameters. In the higher-dimensional case global existence and boundedness in the above system were established in [115] and Chapter 7. Moreover, it was shown that the solutions of the above system have the same asymptotic behavior as the solutions of Lotka–Volterra competition model: \(n_1(\cdot, t) \to \frac{1-a_1}{1-a_1 a_2}, n_2(\cdot, t) \to \frac{1-a_2}{1-a_1 a_2}, c(\cdot, t) \to \frac{\alpha(1-a_1)+\beta(1-a_2)}{1-a_1 a_2}\) in \(L^\infty(\Omega)\) as \(t \to \infty\) in the case that \(a_1, a_2 \in (0, 1), \) and \(n_1(\cdot, t) \to 0, n_2(\cdot, t) \to 1, c(\cdot, t) \to \beta\) in \(L^\infty(\Omega)\) as \(t \to \infty\) in the case that \(a_1 \geq 1 > a_2 > 0\) ([4] and Chapters 7, 8). More related works can be found in [115, 164, 178] and Chapters 5, 6.

Recently, the chemotaxis-fluid system

\[
\begin{aligned}
n_t + u \cdot \nabla n &= \Delta n - \chi \nabla \cdot (n \nabla c) + rn - \mu n^2, \\
c_t + u \cdot \nabla c &= \Delta c + g(n, c), \\
u_t + \kappa (u \cdot \nabla)u &= \Delta u + \nabla P + n \nabla \phi, \quad \nabla \cdot u = 0,
\end{aligned}
\]

where \(\chi > 0, r, \mu \geq 0, \kappa = 0\) (the Stokes case) or \(\kappa = 1\) (the Navier–Stokes case), which is the chemotaxis system with the fluid influence according to the Navier–Stokes equation, was intensively studied ([111, 174, 176, 197]). In the case that \(g(n, c) = -nc\) and \(r = \mu = 0\) (chemotaxis-Navier–Stokes system) Winkler [197] first overcame the difficulties of the chemotactic effect and the fluid influence, and showed existence of global classical solutions in the 2-dimensional case and global existence of weak solutions to the
above system with $\kappa = 0$ in the 3-dimensional setting; in the case that $\kappa = 1$, global weak solutions for the three-dimensional case were also constructed ([204, 206]); however, even though in the 3-dimensional chemotaxis-Stokes case, classical solutions were not found. In the case that $q(n, c) = -c + n$ and $\kappa = 0$ (Keller–Segel-Stokes system) Li–Xiao [111] showed global existence and boundedness under the smallness condition for the mass of initial data only in the 2-dimensional case. On the other hand, also in the chemotaxis-fluid system, the logistic source can be helpful for obtaining classical bounded solutions; global classical bounded solutions were established in the 2-dimensional Keller–Segel-Navier–Stokes system ([176]) and in the 3-dimensional Keller–Segel-Stokes system under the condition that $\mu$ is large enough ([174]); on the other hand, global weak solutions were obtained for all $\mu > 0$ by Lankeit [101]. More related works which deal with stabilization of solutions to the above system can be found in [101, 174, 176, 201, 206]: the case that $r = \mu = 0$ is in [201, 206]; the case that $\mu > 0$ is found in [101, 174, 176].

As we discussed before, the chemotaxis-competition system and the chemotaxis-fluid system were intensively studied. However, there are not many results on a coupled two-species chemotaxis-fluid system which have difficulties of the chemotaxis effect, the competitive kinetics and the fluid influence. Recently, the problem which is a combination of the chemotaxis-Navier–Stokes system and the chemotaxis-competition system was studied in the 2-dimensional case and the 3-dimensional case (Chapters 9, 11); in the 2-dimensional case global existence and asymptotic behavior of classical bounded solutions to the two-species chemotaxis-Navier–Stokes system were established (Chapter 9), and in the 3-dimensional case existence and stabilization of global classical bounded solutions to the two-species chemotaxis-Stokes system hold under the condition that $\mu_1, \mu_2$ are sufficiently large (Chapter 11). However, the two-species Keller–Segel-Stokes system with competitive kinetics

(12.1.1)

\[
\begin{align*}
(n_1)_t + u \cdot \nabla n_1 &= \Delta n_1 - \chi_1 \nabla \cdot (n_1 \nabla c) + \mu_1 n_1(1 - n_1 - a_1 n_2), \quad x \in \Omega, \ t > 0, \\
(n_2)_t + u \cdot \nabla n_2 &= \Delta n_2 - \chi_2 \nabla \cdot (n_2 \nabla c) + \mu_2 n_2(1 - a_2 n_1 - n_2), \quad x \in \Omega, \ t > 0, \\
c_t + u \cdot \nabla c &= \Delta c - c + \alpha n_1 + \beta n_2, \quad x \in \Omega, \ t > 0, \\
u_t &= \Delta u + \nabla P + (\gamma n_1 + \delta n_2) \nabla \phi, \quad \nabla \cdot u = 0, \quad x \in \Omega, \ t > 0, \\
\partial \nu n_1 &= \partial \nu n_2 = \partial \nu c = 0, \quad u = 0, \quad x \in \partial \Omega, \ t > 0, \\
n_i(x, 0) &= n_{i,0}(x), \ c(x, 0) = c_0(x), \ u(x, 0) = u_0(x), \quad x \in \Omega, \ i = 1, 2,
\end{align*}
\]

where $\Omega$ is a bounded domain, $\chi_1, \chi_2, a_1, a_2 \geq 0$ and $\mu_1, \mu_2, \alpha, \beta, \gamma, \delta > 0$ are constants, $n_{1,0}, n_{2,0}, c_0, u_0, \phi$ are known functions, has not been studied yet; we cannot apply the same argument as in Chapter 9 because of lacking the $L^\infty$-information and only having $L^1$-estimate for $c$. The purpose of this chapter is to obtain global existence and asymptotic behavior in (12.1.1) in a 3-dimensional domain. Throughout this chapter, we assume that the known functions $n_{1,0}, n_{2,0}, c_0, u_0, \phi$ satisfy

(12.1.2) \quad \begin{align*}
0 < n_{1,0}, n_{2,0} &\in C^{0}(\overline{\Omega}), \quad 0 < c_0 \in W^{1,q}(\Omega), \quad u_0 \in D(A^\theta), \\
\phi &\in C^{1+\eta}(\overline{\Omega})
\end{align*}

(12.1.3)

for some $q > 3$, $\theta \in (\frac{2}{3}, 1)$, $\eta > 0$ and $A$ is the Stokes operator in $L^2(\Omega)$ (see [162]). Then
the main results read as follows. The first theorem gives global existence and boundedness in (12.1.1).

**Theorem 12.1.1.** Let $\Omega \subset \mathbb{R}^3$ be a bounded domain with smooth boundary and let $\chi_1, \chi_2 > 0$, $a_1, a_2 \geq 0$, $\mu_1, \mu_2, \alpha, \beta, \gamma, \delta > 0$. Assume that (12.1.2) and (12.1.3) are satisfied. Then there is a constant $\xi_0 = \xi_0(\alpha, \beta) > 0$ such that whenever $\chi := \max\{\chi_1, \chi_2\}$ and $\mu := \min\{\mu_1, \mu_2\}$ satisfy $\frac{\chi}{\mu} < \xi_0$, the problem (12.1.1) possesses a classical solution $(n_1, n_2, c, u, P)$ such that

$$n_1, n_2 \in C^0(\Omega \times [0, \infty)) \cap C^{2,1}(\Omega \times (0, \infty)),$$

$$c \in C^0(\Omega \times [0, \infty)) \cap C^{2,1}(\Omega \times (0, \infty)) \cap L_{\text{loc}}^\infty([0, \infty); W^{1,q}(\Omega)),$$

$$u \in C^0(\Omega \times [0, \infty)) \cap C^{2,1}(\Omega \times (0, \infty)) \cap L_{\text{loc}}^\infty([0, \infty); D(A^0)),$$

$$P \in C^{1,0}(\Omega \times (0, \infty)).$$

Also, the above solution is unique up to addition of spatial constants to the pressure $P$. Moreover, the above solution is bounded in the following sense:

$$\sup_{t > 0}(\|n_1(\cdot, t)\|_{L^\infty(\Omega)} + \|n_2(\cdot, t)\|_{L^\infty(\Omega)} + \|c(\cdot, t)\|_{W^{1,q}(\Omega)} + \|u(\cdot, t)\|_{D(A^0)}) < \infty.$$

The second theorem asserts asymptotic behavior of solutions to (12.1.1).

**Theorem 12.1.2.** Assume that the assumption of Theorem 12.1.1 is satisfied. Then the following properties hold:

(i) In the case that $a_1, a_2 \in (0, 1)$, under the condition that there exists $\delta_1 > 0$ such that

$$4\delta_1 - (1 + \delta_1)^2 a_1 a_2 > 0$$

and

$$\frac{\chi^2_1 (1 - a_1)}{4 a_1 \mu_1 (1 - a_1 a_2)} + \frac{\delta_1 \chi^2_2 (1 - a_2)}{4 a_2 \mu_2 (1 - a_1 a_2)} < \frac{4\delta_1 - (1 + \delta_1)^2 a_1 a_2}{a_1 \alpha \delta \delta + a_2 \beta^2 - a_1 a_2 \alpha \beta (1 + \delta_1)},$$

the solution of the problem (12.1.1) converges to a constant stationary solution of (12.1.1) as follows:

$$n_1(\cdot, t) \to N_1, \quad n_2(\cdot, t) \to N_2, \quad c(\cdot, t) \to C^\ast, \quad u(\cdot, t) \to 0 \quad \text{in} \ L^\infty(\Omega) \quad \text{as} \ t \to \infty,$$

where

$$N_1 := \frac{1 - a_1}{1 - a_1 a_2}, \quad N_2 := \frac{1 - a_2}{1 - a_1 a_2}, \quad C^\ast := \alpha N_1 + \beta N_2.$$

(ii) In the case that $a_1 \geq 1 > a_2$, under the condition that there exist $\delta'_1 > 0$ and $a'_1 \in [1, a_1]$ such that

$$4\delta'_1 - a'_1 a_2 (1 + \delta'_1)^2 > 0$$

and

$$\mu_2 > \frac{\chi^2_2 \delta'_1 (\alpha^2 a'_1 \delta'_1 + \beta^2 a_2 - \alpha \beta a'_1 a_2 (1 + \delta'_1))}{4 a_2 (4\delta'_1 - a'_1 a_2 (1 + \delta'_1)^2)},$$

the solution of the problem (12.1.1) converges to a constant stationary solution of (12.1.1) as follows:

$$n_1(\cdot, t) \to 0, \quad n_2(\cdot, t) \to 1, \quad c(\cdot, t) \to \beta, \quad u(\cdot, t) \to 0 \quad \text{in} \ L^\infty(\Omega) \quad \text{as} \ t \to \infty.$$
Remark 12.1.1. Here we note that it follows from the inequality $4\delta_1 - (1 + \delta_1)^2a_1a_2 > 0$ that
$$a_1\alpha^2\delta_1 + a_2\beta^2 - a_1a_2\alpha\beta(1 + \delta_1) > 0$$
holds. Indeed, we can verify that
$$0 < a_1\alpha^2(4\delta_1 - (1 + \delta_1)^2a_1a_2) + a_2(2\beta - a_1\alpha(1 + \delta_1))^2$$
$$= 4(a_1\alpha^2\delta_1 + a_2\beta^2 - a_1a_2\alpha\beta(1 + \delta_1)).$$

The strategy for the proof of Theorem 12.1.1 is to confirm the $L^p$-estimates for $n_1$ and $n_2$ with $p > \frac{3}{2}$. By using the differential inequality we can obtain
$$\int_{\Omega} n_1^p(\cdot, t) + \int_{\Omega} n_2^p(\cdot, t) \leq C + C\int_{s_0}^{t} e^{-(p+1)(t-s)} \int_{\Omega} |\Delta c(\cdot, s)|^{p+1} ds$$
$$- C\int_{s_0}^{t} e^{-(p+1)(t-s)} \left( \int_{\Omega} n_1^{p+1}(\cdot, s) + \int_{\Omega} n_2^{p+1}(\cdot, s) \right) ds$$
with some $C > 0$ and $s_0 > 0$. The technical innovation of this strategy is to control $\int_{s_0}^{t} e^{-(p+1)(t-s)} \int_{\Omega} |\Delta c(\cdot, s)|^{p+1} ds$ by applying variations of the maximal Sobolev regularity for $-\Delta$ associated with homogeneous Neumann boundary conditions and the Stokes operator $A$. Then we can obtain the $L^p$-estimates for $n_1$ and $n_2$. Here the keys of this strategy are the $L^2$-estimate for $\nabla c$ (Lemma 12.3.2) and the maximal Sobolev regularity for the Stokes equation (Lemma 12.2.3); these enable us to overcome difficulties of applying an argument similar to that in Chapter 11. On the other hand, the strategy for the proof of Theorem 12.1.2 is to confirm the following inequality:

$$\int_{0}^{\infty} \int_{\Omega} (n_1 - N_1)^2 + \int_{0}^{\infty} \int_{\Omega} (n_2 - N_2)^2 + \int_{0}^{\infty} \int_{\Omega} (c - C^*)^2 < \infty,$$
where $(N_1, N_2, C^*, 0)$ is a constant stationary solution of (12.1.1). In order to obtain this estimate we will find a nonnegative function $E$ satisfying
$$\frac{d}{dt} E(t) \leq -\varepsilon \int_{\Omega} \left[ (n_1 - N_1)^2 + (n_2 - N_2)^2 + (c - C^*)^2 \right]$$
with some $\varepsilon > 0$. The above inequality and the nonnegativity of $E(t)$ enable us to attain the desired estimate (12.1.4).

The plan of this chapter is as follows. In Section 12.2 we collect basic facts which will be used later. Section 12.3 is devoted to proving global existence and boundedness (Theorem 12.1.1). In Section 12.4 we show asymptotic stability (Theorem 12.1.2).

12.2. Local existence and basic inequality

In this section we will give some results which will be used later. We can prove the following lemma which gives local existence of classical solutions to (12.1.1) by a straightforward adaptation of the reasoning in [197, Lemma 2.1].
Lemma 12.2.1. Let $\Omega \subset \mathbb{R}^3$ be a bounded domain with smooth boundary. Assume that (12.1.2) and (12.1.3) are satisfied. Then there exists $T_{\text{max}} \in (0, \infty)$ such that the problem (12.1.1) possesses a classical solution $(n_1, n_2, c, u, P)$ satisfying

$$
n_1, n_2 \in C^0(\bar{\Omega} \times [0, T_{\text{max}})) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\text{max}}));$$
$$
c \in C^0(\bar{\Omega} \times [0, T_{\text{max}})) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\text{max}})) \cap L^\infty_{\text{loc}}([0, T_{\text{max}}); W^{1,q}(\Omega));$$
$$
u \in C^0(\bar{\Omega} \times [0, T_{\text{max}})) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\text{max}})) \cap L^\infty_{\text{loc}}([0, T_{\text{max}}); D(A^q));$$
$$
P \in C^{1,0}(\bar{\Omega} \times (0, T_{\text{max}}));$$
$$
n_1, n_2 > 0, \quad c > 0 \quad \text{in} \quad \Omega \times (0, T_{\text{max}}).$$

Also, the above solution is unique up to addition of spatial constants to the pressure $P$.
Moreover, either $T_{\text{max}} = \infty$ or

$$
\|n_1(\cdot, t)\|_{L^\infty(\Omega)} + \|n_2(\cdot, t)\|_{L^\infty(\Omega)} + \|c(\cdot, t)\|_{W^{1,q}(\Omega)} + \|A^q u(\cdot, t)\|_{L^2(\Omega)} \to \infty \quad \text{as} \quad t \to T_{\text{max}}.
$$

Given any $s_0 \in (0, T_{\text{max}})$, we can derive from the regularity properties that

$$
c(\cdot, s_0) \in C^2(\bar{\Omega}) \quad \text{with} \quad \partial_c c(\cdot, s_0) = 0 \quad \text{on} \quad \partial \Omega.
$$

In particular, there exists $M = M(s_0) > 0$ such that

$$
\|c(\cdot, s_0)\|_{W^{2,\infty}(\Omega)} \leq M
$$

(see e.g., [210]).

The following two lemmas provided as variations of the maximal Sobolev regularity hold keys for global existence and boundedness of solutions to (12.1.1).

Lemma 12.2.2. Let $s_0 \in (0, T_{\text{max}})$. Then for all $p > 1$ there exists a positive constant $C = C(p, n_1, n_2, c, u_0)$ such that

$$
\int_{s_0}^t \int_\Omega e^{ps} |\nabla c(\cdot, s)|^p \, ds \leq C \left( \int_{s_0}^t \int_\Omega e^{ps} \left( |c + \alpha n_1 + \beta n_2 - u \cdot \nabla c(\cdot, s)|^p \, ds + 1 \right) \right)
$$

holds for all $t \in (s_0, T_{\text{max}})$.

Proof. The proof is similar to that of Lemma 11.2.2. Let $s_0 \in (0, T_{\text{max}})$ and $t \in (s_0, T_{\text{max}})$. By using the transformation $\tilde{c}(\cdot, s) = e^{s} c(\cdot, s)$, $s \in (s_0, t)$, and the maximal Sobolev regularity [70, Theorem 3.1] for $\tilde{c}$ we obtain this lemma.

Lemma 12.2.3. Let $s_0 \in (0, T_{\text{max}})$. Then for all $p > 1$ there exists a constant $C = C(p, \gamma, \delta, n_1, n_2, c, u_0) > 0$ such that

$$
\int_{s_0}^t e^{ps} \int_\Omega |Au(\cdot, s)|^p \, ds \leq C \left( \int_{s_0}^t e^{ps} \int_\Omega |u(\cdot, s)|^p \, ds + \int_{s_0}^t e^{ps} \int_\Omega (n_1^p(\cdot, s) + n_2^p(\cdot, s)) \, ds + 1 \right)
$$

for all $t \in (s_0, T_{\text{max}})$. 
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Proof. Letting $s_0 \in (0, T_{\text{max}})$ and $t \in (s_0, T_{\text{max}})$ and putting $\tilde{u}(\cdot, s) := e^s u(\cdot, s)$, $s \in (s_0, t)$, we obtain from the forth equation in (12.1.1) that

$$\tilde{u}_s = \Delta \tilde{u} + \tilde{u} + e^s (\gamma n_1 + \delta n_2) \nabla \phi + e^s \nabla P,$$

which derives

$$\tilde{u}_s + A \tilde{u} = \mathcal{P} [\tilde{u} + e^s (\gamma n_1 + \delta n_2) \nabla \phi],$$

where $\mathcal{P}$ denotes the Helmholtz projection mapping $L^2(\Omega)$ onto its subspace $L^2_s(\Omega)$ of all solenoidal vector field. Thus we derive from [63, Theorem 2.7] that there exist positive constants $C_1 = C_1(p)$ and $C_2 = C_2(p, \gamma, \delta)$ such that

$$\int_{s_0}^{t} \| \tilde{u}_s(\cdot, s) \|_{L^p(\Omega)}^p \, ds + \int_{s_0}^{t} \| A \tilde{u}(\cdot, s) \|_{L^p(\Omega)}^p \, ds$$

$$\leq C_1 \left( \int_{s_0}^{t} \| \tilde{u}_s(\cdot, s) + e^s (\gamma n_1(\cdot, s) + \delta n_2(\cdot, s)) \nabla \phi \|_{L^p(\Omega)}^p \, ds \right) + 1$$

$$\leq C_2 \left( \int_{s_0}^{t} e^{ps} \| u(\cdot, s) \|_{L^p(\Omega)}^p \, ds + \int_{s_0}^{t} e^{ps} (\| n_1(\cdot, s) \|_{L^p(\Omega)}^p + \| n_2(\cdot, s) \|_{L^p(\Omega)}^p) \, ds \right) + 1$$

for all $t \in (s_0, T_{\text{max}})$. Hence we can prove this lemma.

\[\square\]

12.3. Boundedness. Proof of Theorem 12.1.1

We will prove Theorem 12.1.1 by preparing a series of lemmas in this section.

Lemma 12.3.1. There exists a constant $C = C(n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0$ such that for $i = 1, 2$,

$$\int_{\Omega} n_i(\cdot, t) \leq C \quad \text{for all } t \in (0, T_{\text{max}})$$

and

$$\int_{t}^{t+\tau} \int_{\Omega} n_i^2 \leq C \quad \text{for all } t \in (0, T_{\text{max}} - \tau),$$

where $\tau := \min\{1, \frac{1}{2} T_{\text{max}}\}$.

Proof. The above lemma can be proved by the same argument as in the proof of Lemma 9.3.1.

\[\square\]

Lemma 12.3.2. We have

$$\| \nabla c(\cdot, t) \|_{L^2(\Omega)} \leq C \quad \text{for all } t \in (0, T_{\text{max}})$$

with some $C = C(\alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0$. Moreover, for all $p \in [1, 6)$,

$$\| c(\cdot, t) \|_{L^p(\Omega)} \leq \tilde{C} \quad \text{for all } t \in (0, T_{\text{max}})$$

with some $\tilde{C} = \tilde{C}(p, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0$. 
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Proof. Integrating the third equation in (12.1.1) over $\Omega$ together with the $L^1$-estimates for $n_1$ and $n_2$ provided by Lemma 12.3.1 implies that for all $t \in (0, T_{\max})$,

(12.3.1) \[ \|c(\cdot, t)\|_{L^1(\Omega)} \leq C_1 \]

holds with some constant $C_1 = C_1(\alpha, \beta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0$. We next see from an argument similar to that in the proofs of [174, Lemmas 2.5 and 2.6] that there is

(12.3.2) \[ \|\nabla c(\cdot, t)\|_{L^2(\Omega)} \leq C_2 \quad \text{for all } t > 0. \]

Thanks to (12.3.1) and (12.3.2), we have from the Gagliardo–Nirenberg inequality (see Lemma 2.1.1) that

\[ \|c(\cdot, t)\|_{L^p(\Omega)} \leq C_3\|\nabla c(\cdot, t)\|_{L^2(\Omega)}^{\frac{2-p}{p}} \|c(\cdot, t)\|_{L^1(\Omega)}^{\frac{p}{2}} + C_3\|c(\cdot, t)\|_{L^1(\Omega)} \leq C_3C_2^\alpha C_1^{1-a} + C_3C_1 \]

for all $t \in (0, T_{\max})$ with some positive constant $C_3 = C_3(|\Omega|)$, where $a = \frac{6}{5}(1 - \frac{1}{p}) \in (0, 1)$. Thus we can prove this lemma.

Lemma 12.3.3. Let $r \in (1, 3)$. Then we have

\[ \|u(\cdot, t)\|_{L^r(\Omega)} \leq C \quad \text{for all } t \in (0, T_{\max}) \]

with some constant $C = C(r, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0$.

Proof. The $L^r$-boundedness of $u$ for $r \in (1, 3)$ can be obtained from the well-known Neumann heat semigroup estimates together with Lemma 12.3.1 (for more details, see [202, Corollary 3.4]).

Now we fix $s_0 \in (0, T_{\max}) \cap (0, 1]$. We will obtain the $L^p$-estimates for $n_1$ and $n_2$ by preparing a series of lemmas.

Lemma 12.3.4. For all $p > 1$, $\varepsilon > 0$ and $\ell > 0$ there exist constants $C = C(p) > 0$ and $\tilde{C} = \tilde{C}(\mu_1, \mu_2, \varepsilon, p, |\Omega|) > 0$ such that

\[ \frac{1}{p} \int_{\Omega} n_1^p(\cdot, t) + \frac{1}{p} \int_{\Omega} n_2^p(\cdot, t) \leq - (\mu - \varepsilon - \ell) e^{-(p+1)t} \int_{s_0}^t e^{(p+1)s} \int_{\Omega} (n_1^{p+1}(\cdot, s) + n_2^{p+1}(\cdot, s)) ds \]

\[ + C\ell^{-p} \chi^{p+1} e^{-(p+1)t} \int_{s_0}^t e^{(p+1)s} \int_{\Omega} |\Delta c(\cdot, s)|^{p+1} ds + \tilde{C} \]

for all $t \in (s_0, T_{\max})$, where $\chi = \max\{\chi_1, \chi_2\}$ and $\mu = \min\{\mu_1, \mu_2\}$.

Proof. We can prove this lemma by using the same argument as in the proof of Lemma 11.3.4.

The following lemma and its proof provide the main part of this chapter.
Lemma 12.3.5. For all $\varepsilon > 0$ and all $p \in \left(\frac{3}{2}, 2\right)$, there exist positive constants $C = C(p, \alpha, \beta)$ and $\tilde{C} = \tilde{C}(\varepsilon, p, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|)$ such that

$$\int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\Delta c(\cdot, s)|^{p+1} ds \leq C \int_{s_0}^{t} e^{(p+1)s} \left( n_{1,0}^{p+1}(\cdot, s) + n_{2,0}^{p+1}(\cdot, s) \right) ds$$

$$+ \varepsilon \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |Au(\cdot, s)|^{p+1} ds + \tilde{C} e^{(p+1)t} + \tilde{C}$$

for all $t \in (s_0, T_{\text{max}})$.

Proof. Fix $\theta \in \left(\frac{3}{2}, 2\right)$ and put $\theta' = \frac{\theta}{\theta-1} \in (2, 3)$. From Lemma 12.2.2 we have

$$\int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\Delta c(\cdot, s)|^{p+1} ds \leq C_1 \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |(c + \alpha n_1 + \beta n_2 - u \cdot \nabla c)(\cdot, s)|^{p+1} ds + C_1$$

with some positive constant $C_1 = C_1(p, n_{1,0}, n_{2,0}, c_0, u_0)$. Now Lemma 12.3.2 and the H"older inequality imply that there is a constant $C_2 = C_2(p, \alpha, \beta, n_{1,0}, n_{2,0}, c_0, u_0) > 0$ such that

$$\int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |(c + \alpha n_1 + \beta n_2 - u \cdot \nabla c)(\cdot, s)|^{p+1} ds \leq C_2 \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} \left( n_{1,0}^{p+1}(\cdot, s) + n_{2,0}^{p+1}(\cdot, s) + |(u \cdot \nabla c)(\cdot, s)|^{p+1} \right) ds + C_3 e^{(p+1)t}$$

$$\leq C_2 \int_{s_0}^{t} e^{(p+1)s} \left( \int_{s_0}^{t} n_{1,0}^{p+1}(\cdot, s) ds + \int_{s_0}^{t} n_{2,0}^{p+1}(\cdot, s) ds \right) ds$$

$$+ C_2 \int_{s_0}^{t} e^{(p+1)s} \left( \int_{\Omega} |u(\cdot, s)|^{p+1} ds \right)^{\frac{p+1}{p}} \left( \int_{\Omega} |\nabla c(\cdot, s)|^{p+1} ds \right)^{\frac{p}{p+1}} ds + C_3 e^{(p+1)t}$$

holds for all $t \in (s_0, T_{\text{max}})$ with some $C_3 = C_3(p, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0$. Here the Gagliardo–Nirenberg inequality and Lemma 12.3.2 imply that there exists a constant $C_4 = C_4(p, |\Omega|) > 0$ such that

$$\int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\nabla c|^{p+1} ds \leq C_4 \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\Delta c|^{a(p+1)} ds + C_4 \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\nabla c|^{p+1} ds + C_5$$

$$\leq C_5 \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\Delta c|^{a(p+1)} ds + C_5$$

with some $C_5 = C_5(p, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0$ and

$$a := \frac{3 - \frac{6}{(p+1)\theta'}}{5 - \frac{6}{p+1}} \in (0, 1).$$

We derive from (12.3.3), (12.3.4), (12.3.5) and the Young inequality that there exists a
positive constant $C_6 = C_6(p, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|)$ such that

$$
\int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\Delta c(\cdot, s)|^{p+1} ds \\
\leq C_2 \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} (n_1^{p+1}(\cdot, s) + n_2^{p+1}(\cdot, s)) ds + a \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\Delta c(\cdot, s)|^{p+1} ds \\
+ C_6 \int_{s_0}^{t} e^{(p+1)s} \left( \|u(\cdot, s)\|_{L^{p+1}(\Omega)}^{p+1} + \|u(\cdot, s)\|_{L^{p+1}(\Omega)}^{p+1} \right) ds + C_6 e^{(p+1)t} + C_6.
$$

Hence we can obtain that there exists a constant $C_7 = C_7(p, \alpha, \beta) > 0$ such that

$$(12.3.6) \quad \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\Delta c(\cdot, s)|^{p+1} ds \leq C_7 \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} (n_1^{p+1}(\cdot, s) + n_2^{p+1}(\cdot, s)) ds \\
+ C_8 \int_{s_0}^{t} e^{(p+1)s} \left( \|u(\cdot, s)\|_{L^{p+1}(\Omega)}^{p+1} + \|u(\cdot, s)\|_{L^{p+1}(\Omega)}^{p+1} \right) ds \\
+ C_8 e^{(p+1)t} + C_8$$

with some $C_8 = C_8(p, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|)$. Here we can choose $r \in (1, 3)$ such that

$$(12.3.7) \quad \frac{5 - \frac{6}{p+1}}{2 - \frac{6}{(p+1)\theta}} = \frac{\frac{1}{r} - \frac{1}{(p+1)\theta}}{\frac{1}{r} - \frac{1}{p+1}} < 1$$

holds. Now it follows from the Gagliardo–Nirenberg inequality, Lemma 12.3.3 and the Young inequality that

$$(12.3.8) \quad \|u(\cdot, s)\|_{L^{p+1}(\Omega)}^{p+1} \leq \|Au(\cdot, s)\|_{L^{p+1}(\Omega)}^{p+1} \|u(\cdot, s)\|_{L^{p+1}(\Omega)}^{p+1} (1-b) \\
\leq C_9 + \frac{\bar{\gamma}}{2C_8} \|Au(\cdot, s)\|_{L^{p+1}(\Omega)}^{p+1}$$

holds with

$$b := \frac{1}{r} - \frac{1}{(p+1)\theta} \in (0, 1)$$

and some constant $C_9 = C_9(\bar{\gamma}, p, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0$, because

$$\frac{p+1}{1-a} b = (p+1) \cdot \frac{5 - \frac{6}{p+1}}{2 - \frac{6}{(p+1)\theta}} \cdot \frac{\frac{1}{r} - \frac{1}{(p+1)\theta}}{\frac{1}{r} - \frac{1}{p+1}} < p+1$$

holds from (12.3.7). We moreover have from the fact $\frac{1}{r-a} > 1$, the Young inequality and (12.3.8) that there is a constant $C_{10} = C_{10}(\bar{\gamma}, p, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0$ such that

$$(12.3.9) \quad \|u(\cdot, s)\|_{L^{p+1}(\Omega)}^{p+1} \leq C_{10} + \frac{\bar{\gamma}}{2C_8} \|Au(\cdot, s)\|_{L^{p+1}(\Omega)}^{p+1}$$
for all \( s \in (s_0, T_{\max}) \). Thus, combining (12.3.6), (12.3.8) and (12.3.9), we can establish that there exists \( C_{11} = C_{11}(\xi, p, \alpha, \beta, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0, |\Omega|) > 0 \) such that

\[
\int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |\Delta c(\cdot, s)|^{p+1} \, ds \leq C_7 \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} (n_1^{p+1}(\cdot, s) + n_2^{p+1}(\cdot, s)) \, ds + \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |Au(\cdot, s)|^{p+1} \, ds + C_{11} \epsilon^{(p+1)t} + C_{11}
\]

for all \( t \in (s_0, T_{\max}) \), which concludes the proof of this lemma.

We give the following lemma to control \( \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |Au(\cdot, s)|^{p+1} \, ds \).

**Lemma 12.3.6.** Let \( p \in \left(\frac{3}{2}, 2\right) \). Then there is \( C = C(p, \gamma, \delta, n_{1,0}, n_{2,0}, c_0, u_0) > 0 \) such that

\[
\int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |Au(\cdot, s)|^{p+1} \, ds \leq C \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} (n_1^{p+1}(\cdot, s) + n_2^{p+1}(\cdot, s)) \, ds + C \epsilon^{(p+1)t} + C
\]

for all \( t \in (s_0, T_{\max}) \).

**Proof.** A combination of Lemmas 12.2.3 and 12.3.3 implies this lemma.

The following lemma is concerned with the \( L^p \)-estimates for \( n_1 \) and \( n_2 \).

**Lemma 12.3.7.** There exists a constant \( \xi_0 = \xi_0(\alpha, \beta) > 0 \) (independent of \( p \)) such that if \( \frac{\lambda}{p} < \xi_0 \), then for all \( p \in \left(\frac{3}{2}, 2\right) \) there exists a constant \( C > 0 \) such that

\[
\|n_i(\cdot, t)\|_{L^p(\Omega)} \leq C \quad \text{for all } t \in (0, T_{\max}) \text{ and for } i = 1, 2.
\]

**Proof.** By Lemma 12.3.6, for all \( t \in (s_0, T_{\max}) \) the inequality

\[
(12.3.10) \quad \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} |Au(\cdot, s)|^{p+1} \, ds \leq C_1 \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} (n_1^{p+1}(\cdot, s) + n_2^{p+1}(\cdot, s)) \, ds + C_1 \epsilon^{(p+1)t} + C_1
\]

holds with some positive constant \( C_1 = C_1(p, \gamma, \delta, \|n_{1,0}\|_{L^1(\Omega)}, \|n_{2,0}\|_{L^1(\Omega)}, \|u_0\|_{D(A^\ell)}, |\Omega|) \). Choosing \( \xi = \frac{1}{C_1} \) in Lemma 12.3.5, we can obtain from Lemma 12.3.4 and (12.3.10) that there are positive constants \( K = K(p, \alpha, \beta) \) and \( L > 0 \) depending on all parameters \( p, \alpha, \beta, \gamma, \delta \) and all initial data \( n_{1,0}, n_{2,0}, c_0, u_0 \) such that

\[
(12.3.11) \quad \frac{1}{p} \int_{\Omega} n_1^p(\cdot, t) + \frac{1}{p} \int_{\Omega} n_2^p(\cdot, t)
\]

\[
\leq - (\mu - \varepsilon - \ell - K\ell^p\chi^{p+1}) \int_{s_0}^{t} e^{(p+1)s} \int_{\Omega} (n_1^{p+1}(\cdot, s) + n_2^{p+1}(\cdot, s)) \, ds + L\ell^p\chi^{p+1} + L
\]
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holds for all \( t \in (s_0, T_{\text{max}}) \), where \( \varepsilon > 0 \) and \( \ell > 0 \). Here there exists a constant \( \xi = \xi(p, \alpha, \beta) > 0 \) such that

\[
\inf_{\ell > 0} (\ell + K \ell^{-p} \chi^{p+1}) = \frac{1}{\xi} \chi.
\]

Now we put \( \xi_0 = \xi_0(\alpha, \beta) := \inf_{p \in (\frac{3}{2}, 2)} \xi(p, \alpha, \beta) \). If \( \frac{\xi}{\mu} < \xi_0 \), then we see from the fact \( \frac{\xi}{\mu} \leq \frac{\xi}{\ell_0} < \mu \) and (12.3.12) that

\[
\inf_{\ell > 0} (\ell + K \ell^{-p} \chi^{p+1}) < \mu,
\]

and hence there exists a constant \( \ell > 0 \) such that

\[
\mu > \ell + K \ell^{-p} \chi^{p+1}.
\]

Therefore, under the condition that \( \frac{\xi}{\mu} < \xi_0 \), we can find \( \varepsilon > 0 \) satisfying

\[
\mu - \varepsilon - \ell - K \ell^{-p} \chi^{p+1} \geq 0,
\]

which enables us to obtain from (12.3.11) that

\[
\frac{1}{p} \int \Omega n_1^p(\cdot, t) + \frac{1}{p} \int \Omega n_2^p(\cdot, t) \leq L \ell^{-p} \chi^{p+1} + L
\]

holds for all \( t \in (s_0, T_{\text{max}}) \). Thus we can obtain this lemma.

\[\square\]

Remark 12.3.1. In this proof we can choose arbitrary \( \ell > 0 \), when we do not care about the condition for \( \mu > 0 \). If we choose \( \ell = 1 \), then \( \mu > 0 \) have to satisfy that \( \mu > 1 + K \chi^{p+1} \), which namely means that \( \mu \leq 1 \) does not derive the \( L^p \)-estimate for \( n_i \). Thus, we utilize \( \ell > 0 \) to derive the best condition for \( \mu > 0 \).

Lemma 12.3.8. Assume \( \frac{\xi}{\mu} < \xi_0 \), where \( \xi_0 \) is the constant defined in Lemma 12.3.7. Then there exists a constant \( C > 0 \) such that

\[
\|A^0 u(\cdot, t)\|_{L^2(\Omega)} \leq C \quad \text{and} \quad \|u(\cdot, t)\|_{L^\infty(\Omega)} \leq C
\]

for all \( t \in (0, T_{\text{max}}) \).

Proof. Thanks to Lemma 12.3.7, we can show this lemma by the same argument as in the proof of Lemma 11.3.9.

\[\square\]

Lemma 12.3.9. Assume \( \frac{\xi}{\mu} < \xi_0 \), where \( \xi_0 \) is the constant defined in Lemma 12.3.7. Then for all \( r \in [1, 6) \cap [1, q] \) there exists \( C > 0 \) such that

\[
\|\nabla c(\cdot, t)\|_{L^r(\Omega)} \leq C \quad \text{for all } t \in (0, T_{\text{max}}).
\]

Proof. This proof is based on that of Lemma 11.3.10. We first note from Lemma 12.3.7 that for all \( p \in (\frac{3}{2}, 2) \),

\[
\|\alpha n_1(\cdot, s) + \beta n_2(\cdot, s)\|_{L^p(\Omega)} \leq C_1
\]

with some constant \( C_1 > 0 \). Moreover, we see from Lemmas 12.3.2 and 12.3.8 that

\[
\|u(\cdot, s) \cdot \nabla c(\cdot, s)\|_{L^2(\Omega)} \leq C_2
\]

with some constant \( C_2 > 0 \). Therefore an argument similar to that in the proof of Lemma 11.3.10 implies this lemma.

\[\square\]
Lemma 12.3.10. Assume $\frac{a_2}{a_1} < \xi_0$, where $\xi_0$ is the constant defined in Lemma 12.3.7. Then there exists a constant $C > 0$ such that
\[ \|n_i(\cdot, t)\|_{L^\infty(\Omega)} \leq C \quad \text{for all } t \in (0, T_{\max}) \text{ and for } i = 1, 2. \]

Proof. We can prove this lemma in the same way as in the proof of Lemma 11.3.11. 

Proof of Theorem 12.1.1. Lemmas 12.2.1, 12.3.8, 12.3.9 and 12.3.10 directly drive Theorem 12.1.1.

12.4. Asymptotic behavior. Proof of Theorem 12.1.2

We first recall the following lemma which will give stabilization in (12.1.1).

Lemma 12.4.1 (Lemma 6.3.1). Let $n \in C^0(\Omega \times [0, \infty))$ satisfy that there exist constants $C > 0$ and $\alpha_0 \in (0, 1)$ such that
\[ \|n\|_{C^\alpha_0, \frac{\alpha_0}{2} (\Omega \times [t, t+1])} \leq C \quad \text{for all } t \geq 1. \]
Assume that
\[ \int_1^\infty \int_\Omega (n - N^*)^2 < \infty \]
with some constant $N^*$. Then
\[ n(\cdot, t) \to N^* \quad \text{in } L^\infty(\Omega) \quad \text{as } t \to \infty. \]

12.4.1. Case 1: $a_1, a_2 \in (0, 1)$

Now we assume that $\frac{a_2}{a_1} < \xi_0$ holds, where $\xi_0$ is the constant defined in Lemma 12.3.7, and will prove asymptotic behavior of solutions to (12.1.1) in the case $a_1, a_2 \in (0, 1)$. In this case we also suppose that there exists $\delta_1 > 0$ such that
\begin{align*}
4\delta_1 - (1 + \delta_1)^2 a_1 a_2 > 0 \quad & \text{and} \\
\frac{\chi_a^2(1 - a_1)}{4a_1 \mu_1 (1 - a_1 a_2)} + \frac{\delta_1 \chi_a^2(1 - a_2)}{4a_2 \mu_2 (1 - a_1 a_2)} < & \frac{4\delta_1 - (1 + \delta_1)^2 a_1 a_2}{a_1 \alpha^2 \beta + a_2 \beta^2 - a_1 a_2 \alpha \beta (1 + \delta_1)}. \quad (12.4.2)
\end{align*}

The following lemma asserts that the assumption of Lemma 12.4.1 is satisfied in the case that $a_1, a_2 < 1$.

Lemma 12.4.2. Let $(n_1, n_2, c, u, P)$ be a solution to (12.1.1). If $a_1, a_2 \in (0, 1)$, then there exist constants $C > 0$ and $\alpha_0 \in (0, 1)$ such that
\[ \|n_1\|_{C^\alpha_0, \frac{\alpha_0}{2} (\Omega \times [t, t+1])} + \|n_2\|_{C^\alpha_0, \frac{\alpha_0}{2} (\Omega \times [t, t+1])} + \||c||_{C^\alpha_0, \frac{\alpha_0}{2} (\Omega \times [t, t+1])} \leq C \]
for all $t \geq 1$. Moreover, $n_1, n_2$ and $c$ satisfy
\[ \int_{1}^{\infty} \int_{\Omega} (n_1 - N_1)^2 + \int_{1}^{\infty} \int_{\Omega} (n_2 - N_2)^2 + \int_{1}^{\infty} \int_{\Omega} (c - C^*)^2 < \infty, \]
where
\[ N_1 := \frac{1 - a_1}{1 - a_1 a_2}, \quad N_2 := \frac{1 - a_2}{1 - a_1 a_2}, \quad C^* := \alpha N_1 + \beta N_2. \]
Proof. We can first obtain from Lemmas 12.3.8, 12.3.9, 12.3.10 and [98] that (12.4.3) holds. Next we will confirm (12.4.4). We put
\[ E_1 := \int_\Omega \left( n_1 - N_1 - N_1 \log \frac{n_1}{N_1} \right) + \delta_1 a_1 \mu_1 a_3 \mu_2 \int_\Omega \left( n_2 - N_2 - N_2 \log \frac{n_2}{N_2} \right) + \frac{\delta_2}{2} \int_\Omega (c - C^*)^2, \]
where \( \delta_1 > 0 \) is a constant defined as in (12.4.1)–(12.4.2) and \( \delta_2 > 0 \) is a constant satisfying
\[ \frac{a_2 \mu_2 \chi_1^2 N_1}{4} + \frac{\delta_1 a_1 \mu_1 \chi_2^2 N_2}{4} < \delta_2 < \frac{a_1 a_2 \mu_1 \mu_2 (4 \delta_1 - (1 + \delta_1)^2 a_1 a_2)}{a_1 \alpha_2 \delta_1 + a_2 \beta^2 - a_1 a_2 \alpha \beta (1 + \delta_1)}. \]
Then noting from \( \nabla \cdot u = 0 \) that
\[ \int_\Omega u \cdot \nabla (\log n_i) = 0 \]
for all \( i = 1, 2 \) and
\[ \int_\Omega u \cdot \nabla (c^2) = 0, \]
we see from an argument similar to that in the proof of Lemma 8.2.2 that there exists a constant \( \varepsilon_1 > 0 \) such that
\[ \frac{d}{dt} E_1(t) \leq -\varepsilon_1 \left( \int_\Omega (n_1 - N_1)^2 + \int_\Omega (n_2 - N_2)^2 + \int_\Omega (c - C^*)^2 \right) \text{ for all } t > 0. \]
Thus we have from the nonnegativity of \( E_1 \) that
\[ \int_1^\infty \int_\Omega (n_1 - N_1)^2 + \int_1^\infty \int_\Omega (n_2 - N_2)^2 + \int_1^\infty \int_\Omega (c - C^*)^2 \leq \frac{1}{\varepsilon_1} E_1(1) < \infty, \]
which leads to (12.4.4). \( \square \)

12.4.2. Case 2: \( a_1 \geq 1 > a_2 \)

In this section we assume that \( \frac{\alpha}{\mu} < \xi_0 \) holds, where \( \xi_0 \) is the constant defined in Lemma 12.3.7, and will obtain stabilization in (12.1.1) in the case \( a_1 \geq 1 > a_2 \). In this case we also suppose that there exist constants \( \delta_1' > 0 \) and \( a_1' \in [1, a_1] \) such that
\begin{align*}
(12.4.5) \quad & 4 \delta_1' - a_1 a_2 (1 + \delta_1')^2 > 0 \quad \text{and} \\
(12.4.6) \quad & \mu_2 > \frac{\chi_2^2 \delta_1' (\alpha^2 a_1' \delta_1' + \beta^2 a_2 - \alpha \beta a_1' a_2 (1 + \delta_1'))}{4 a_2 (4 \delta_1' - a_1' a_2 (1 + \delta_1')^2)}. 
\end{align*}
We shall show the following lemma to verify that the assumption of Lemma 12.4.1 is satisfied in the case that \( a_1 \geq 1 > a_2 \).

Lemma 12.4.3. Let \( (n_1, n_2, c, u, P) \) be a solution to (12.1.1). If \( a_1 \geq 1 > a_2 \), then there exist constants \( C > 0 \) and \( \alpha_0 \in (0, 1) \) such that
\[ \|n_1\|_{\mathcal{C}^{\alpha_0} \mathcal{N}_1 (\Omega \times [t, t+1])} + \|n_2\|_{\mathcal{C}^{\alpha_0} \mathcal{N}_2 (\Omega \times [t, t+1])} + \|c\|_{\mathcal{C}^{\alpha_0} \mathcal{N}_1 (\Omega \times [t, t+1])} \leq C \]
for all \( t \geq 1 \). Moreover, we have
\[ \int_1^\infty \int_\Omega n_1^2 + \int_1^\infty \int_\Omega (n_2 - 1)^2 + \int_1^\infty \int_\Omega (c - \beta)^2 < \infty. \]
Proof. We first see from Lemmas 12.3.8, 12.3.9, 12.3.10 and [98] that (12.4.7) holds. Next we will show (12.4.8). We put

\[ E_2 := \int_{\Omega} n_1 + \delta'_1 a_1 \mu_1 \int_{\Omega} (n_2 - 1 - \log n_2) + \frac{\delta'_2}{2} \int_{\Omega} (c - \beta)^2, \]

where \( \delta'_1 > 0 \) and \( a'_1 \in [1, a_1] \) are constants defined as in (12.4.5)–(12.4.6) and \( \delta'_2 > 0 \) is a constant satisfying

\[ a'_1 \mu_1 \chi^2 \delta'_1 < \delta'_2 < \frac{a'_1 \mu_1 (4 \delta'_1 - a'_1 a_2 (1 + \delta'_1)^2)}{a^2 a'_1 \delta'_1 + \beta^2 a_2 - \alpha \beta a'_1 a_2 (1 + \delta'_1)}. \]

Then noting from \( \nabla \cdot u = 0 \) that

\[ \int_{\Omega} u \cdot \nabla (\log n_i) = 0 \]

for \( i = 1, 2 \) and

\[ \int_{\Omega} u \cdot \nabla (c^2) = 0, \]

we derive from an argument similar to that in the proof of Lemma 7.4.1 that there exists a constant \( \varepsilon_2 > 0 \) such that

\[ \frac{d}{dt} E_2(t) \leq -\varepsilon_2 \left( \int_{\Omega} n_1^2 + \int_{\Omega} (n_2 - 1)^2 + \int_{\Omega} (c - \beta)^2 \right) \]

for all \( t > 0 \). Hence we obtain from the nonnegativity of \( E_1 \) that

\[ \int_{1}^{\infty} \int_{\Omega} n_1^2 + \int_{1}^{\infty} \int_{\Omega} (n_2 - 1)^2 + \int_{1}^{\infty} \int_{\Omega} (c - \beta)^2 \leq \frac{1}{\varepsilon_2} E_2(1) < \infty, \]

which means that the desired estimate (12.4.8) holds.

12.4.3. Convergence for \( u \)

Finally we provide the following lemma with respect to the decay properties of \( u \). The proof is same as that of Lemma 11.4.4. Here we write a sketch of the proof.

Lemma 12.4.4. Under the assumptions of Theorems 12.1.1 and 12.1.2, the solution of (12.1.1) has the following property:

\[ \| u(\cdot, t) \|_{L^\infty(\Omega)} \to 0 \quad \text{as} \quad t \to \infty. \]

Proof. A combination of [61, Theorem 3], [68, Theorem 1.6.1], [48, Part 2, Theorem 14.1] and Lemma 12.3.8 implies that there exist constants \( C_1, C_2, C_3 > 0 \) such that

\[ \| u \|_{L^\infty(\Omega)} \leq C_1 \| A^0 u \|_{L^2(\Omega)} \leq C_2 \| A^0 u \|_{L^2(\Omega)}^{\frac{1}{2}} \| A^0 u \|_{L^2(\Omega)}^{\frac{1}{2} - \alpha} \leq C_3 \| u \|_{L^2(\Omega)}^{\frac{1}{2} - \alpha}, \]

which means that it is sufficient to confirm that

\[ \| u(\cdot, t) \|_{L^2(\Omega)} \to 0 \quad \text{as} \quad t \to \infty. \]
Put

\[(n_{1,\infty}, n_{2,\infty}) = \begin{cases} (N_1, N_2) & (a_1, a_2 \in (0, 1)), \\ (0, 1) & (a_1 \geq 1 > a_2 > 0). \end{cases}\]

Aided by the Poincaré inequality, we infer from the fourth equation in (12.1.1) and the Young inequality that

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |u|^2 + \int_{\Omega} |\nabla u|^2 \leq \frac{1}{4} \int_{\Omega} |\nabla u|^2 + C_4 \left( \int_{\Omega} (n_1 - n_{1,\infty})^2 + \int_{\Omega} (n_2 - n_{2,\infty})^2 \right) + (\gamma n_{1,\infty} + \delta n_{2,\infty}) \int_{\Omega} \nabla \phi \cdot u
\]

for all \( t \in (0, \infty) \) with some constant \( C_1 > 0 \). Since \( \nabla \cdot u = 0 \) in \( \Omega \times (0, \infty) \), the functions

\[ y(t) := \int_{\Omega} |u(\cdot, t)|^2 \quad \text{and} \quad h(t) := 2C_4 \left( \int_{\Omega} (n_1 - n_{1,\infty})^2 + \int_{\Omega} (n_2 - n_{2,\infty})^2 \right) \]

satisfy

\[ y'(t) + C_5 y(t) \leq h(t) \]

with some \( C_5 > 0 \). Hence it holds that

\[ y(t) \leq y(0) e^{-C_5t} + \int_0^t e^{-C_5(t-s)} h(s) \, ds. \]  

(12.4.9)

Here we obtain from Lemma 12.3.10 that there exists a constant \( C_6 > 0 \) such that \( h(s) \leq C_6 \) for all \( s > 0 \), and hence we have

\[ \int_0^{\frac{t}{2}} e^{-C_5(t-s)} h(s) \, ds \leq C_6 e^{-C_5t} \int_0^{\frac{t}{2}} e^{C_5s} \, ds \leq C_7 e^{-\frac{C_5t}{2}} \]

with some \( C_7 > 0 \). On the other hand, noticing from (12.4.4) and (12.4.8) that

\[ \int_0^\infty h(s) \, ds < \infty, \]

we can see that

\[ 0 \leq \int_{\frac{t}{2}}^t e^{-C_5(t-s)} h(s) \, ds \leq \int_{\frac{t}{2}}^t h(s) \, ds \to 0 \quad \text{as} \quad t \to \infty. \]  

(12.4.11)

Thus a combination of (12.4.9) with (12.4.10) and (12.4.11) implies to

\[ ||u(\cdot, t)||_{L^2(\Omega)}^2 = y(t) \to 0 \quad \text{as} \quad t \to \infty, \]

which means the end of the proof.

\[ \square \]

**12.4.4. Proof of Theorem 12.1.2**

**Proof of Theorem 12.1.2.** A combination of Lemmas 12.4.1, 12.4.2, 12.4.3 and 12.4.4 directly leads to Theorem 12.1.2. 

\[ \square \]
Part III

Related works: Single-species chemotaxis systems
Chapter 13

A unified method for boundedness in Keller–Segel systems with signal-dependent sensitivity

13.1. Problem and results

In this chapter we consider the Keller–Segel system with signal-dependent sensitivity

\[
\begin{align*}
\begin{cases}
    u_t &= \Delta u - \nabla \cdot (u\chi(v)\nabla v), & x \in \Omega, \ t > 0, \\
    v_t &= \Delta v + u - v, & x \in \Omega, \ t > 0, \\
    \nabla u \cdot \nu = \nabla v \cdot \nu = 0, & x \in \partial \Omega, \ t > 0, \\
    u(x, 0) = u_0(x), & v(x, 0) = v_0(x), \ x \in \Omega,
\end{cases}
\end{align*}
\]

where \( \Omega \) is a bounded domain in \( \mathbb{R}^n \) \((n \geq 2)\) with smooth boundary \( \partial \Omega \) and \( \nu \) is the outward normal vector to \( \partial \Omega \). The initial data \( u_0 \) and \( v_0 \) are assumed to be nonnegative functions. The unknown function \( u(x, t) \) represents the population density of species and \( v(x, t) \) shows the concentration of the substance at place \( x \) and time \( t \). As to the sensitivity function \( \chi \), we are interested in functions generalizing

\[
\chi(s) = \frac{K}{s} \quad \text{and} \quad \chi(s) = \frac{K}{(1 + s)^2} \quad (s > 0),
\]

where \( K > 0 \) is a constant. In a mathematical view, the difficulty caused by the sensitivity function is to deal with the additional term \( u\chi'(v)|\nabla v|^2 \) which does not appear in the case that \( \chi \) is a constant. Moreover, when \( \chi \) is the singular sensitivity function, it is delicate to derive the estimate for \( \frac{1}{v} \). In the case that

\[
\chi(v) = \frac{K}{v} \quad (K > 0),
\]

Winkler [196] first attained global existence of classical solutions when \( K < \sqrt{\frac{2}{n}} \) and global existence of weak solutions when \( K < \sqrt{\frac{n+2}{3n-4}} \). However, the result in [196] could
not arrive at boundedness of solutions to (13.1.1). To overcome the difficulty in a singular sensitivity, Fujie [50] established the uniform-in-time lower estimate for $v$, and showed global existence of classical bounded solutions to (13.1.1) when $\chi(v) = \frac{K}{v}$ with $K > 0$ satisfying

$$K < \sqrt{\frac{2}{n}}.$$  

Moreover, Stinner–Winkler [165] proved global existence of weak power-$\lambda$ solutions to (13.1.1) for all $K > 0$ in the radial setting. As to the problem (13.1.1) with $\chi(v) = \frac{K}{v}$, (13.1.2) $K < \sqrt{\frac{2}{n}}$: furthermore Fujie–Senba [54] dealt with the 2-dimensional problem which was replaced $v_t$ with $v$ in (13.1.1) and showed global existence and boundedness of radially symmetric solutions under the condition that $s \to 0 (s \to \infty)$ and $\tau > 0$ is sufficiently small. On the other hand, in the case that

$$\chi(v) \leq \frac{K}{(1 + \alpha v)^k} \quad (k > 1, \ \alpha > 0, \ K > 0),$$

Winkler [193] established global existence and boundedness in (13.1.1) without any restriction on $K > 0$. The result in [193] affected the result in [58] which mentioned global existence of classical bounded solutions to (13.1.1) when $\chi$ is the strong singular sensitivity function such that $\chi(v) = \frac{K}{v}$ for $k > 1$, and the method in [193] was used in Zhang–Li [213] and Zheng–Mu [220]. However, one cannot verify the assertion in [193] that global existence and boundedness hold for all $K > 0$, because there is a gap in the proof (see [193, p. 1670], the calculation for seeing the derivative of $\psi(s) := (1 + \alpha s)^{-2k}(1 + \beta s)^{\kappa + 2}$ with $\kappa \in (0, 2k - 2)$ and $\beta > \alpha > 0$, which claims that

$$\psi'(s) = (1 + \alpha s)^{-2k-1}(1 + \beta s)^{\kappa + 1}\{ -2k(1 + \beta s) + (\kappa + 2)(1 + \alpha s) \}$$

$$\leq (1 + \alpha s)^{-2k-1}(1 + \beta s)^{\kappa + 1}\{ -(2k - \kappa - 2) - [2k\beta - (\kappa + 2)\alpha]s \}$$

$$\leq 0$$

for all $s \geq 0$ by letting $\beta$ be sufficiently large. The largeness of $\beta$ plays an essential role in the proof of boundedness of solutions for all $K > 0$. However, the above calculation is not correct. Indeed, since

$$\psi'(s) = (1 + \alpha s)^{-2k-1}(1 + \beta s)^{\kappa + 1}\{ -2k\alpha(1 + \beta s) + \beta(\kappa + 2)(1 + \alpha s) \}$$

$$= (1 + \alpha s)^{-2k-1}(1 + \beta s)^{\kappa + 1}\{ [\kappa(\kappa + 2)\beta - 2k\alpha] - \alpha\beta(2k - \kappa - 2)s \},$$

we cannot let $\beta$ be large for $\psi'(s) \leq 0$, which means that the proof is not correct). Recently, Fujie tried modifying it; nevertheless it also has a gap (cf. [51]). In general, it does not seem to be easy to show global existence of bounded solutions for arbitrary $K > 0$. Moreover, if $k \to 1$, then the condition “arbitrary $K > 0$” cannot connect with (13.1.2).
The purpose of this chapter is to obtain global existence and boundedness in (13.1.1) under a more natural and proper condition for $\chi$ and to build a mathematical bridge between the cases $k = 1$ and $k > 1$. We shall suppose that $\chi$ satisfies that

$$\chi \in C^{1+\lambda}((0, \infty)) \quad \text{and} \quad 0 \leq \chi(s) \leq \frac{K}{(a+s)^k} \quad (s > 0)$$

(13.1.3)

with some $\lambda > 0$, $k \geq 1$, $a \geq 0$ and $K > 0$ fulfilling

$$K < k(a+\eta)^{k-1}\sqrt{\frac{2}{n}}.$$  

(13.1.4)

Here

$$\eta := \sup_{\tau > 0} \left( \min \left\{ e^{-2\tau} \min_{x \in \Omega} v_0(x), \ c_0 \|u_0\|_{L^1(\Omega)} (1 - e^{-\tau}) \right\} \right),$$

(13.1.5)

where $c_0 > 0$ is a lower bound for the fundamental solution of $w_t = \Delta w - w$ with Neumann boundary condition (for more detail, see Remark 13.2.1). We suppose that

$$0 \leq u_0 \in C^1(\overline{\Omega}) \setminus \{0\} \quad \text{and} \quad \begin{cases} 0 < v_0 \in W^{1,q}(\Omega) \ (\exists q > n) \quad (a = 0), \\ 0 \leq v_0 \in W^{1,q}(\Omega) \setminus \{0\} \ (\exists q > n) \quad (a > 0). \end{cases}$$

(13.1.6)

Now the main results read as follows.

**Theorem 13.1.1.** Let $n \geq 2$ and let $\Omega \subset \mathbb{R}^n$ be a bounded domain with smooth boundary. Assume that $\chi$ satisfies (13.1.3) with some $\lambda > 0$, $k \geq 1$, $a \geq 0$, $K > 0$ fulfilling (13.1.4). Then for any $u_0, v_0$ satisfying (13.1.6) with some $q > n$, there exists an exactly one pair $(u, v)$ of functions

$$u, \ v \in C^1(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty))$$

which solves (13.1.1). Moreover, the solution $(u, v)$ is uniformly bounded, i.e., there exists a constant $C > 0$ such that

$$\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{W^{1,\infty}(\Omega)} \leq C \quad \text{for all } t \geq 0.$$  

**Remark 13.1.1.** The unified condition (13.1.3) with $K > 0$ satisfying (13.1.4) can connect with the condition in [50]. Indeed, when $k = 1$, (13.1.4) becomes (13.1.2). However, this condition is not optimal; Lankeit [102] and Fujie–Senba [54] extended the condition for $K$ in the 2-dimensional setting.

The main theorem tells us the result in the typical case of singular sensitivity.

**Corollary 13.1.2.** Let $\chi(s) = \frac{K}{s}$ with $K < \sqrt{\frac{2}{n}}$. Then for any $u_0, v_0$ satisfying (13.1.6) with some $q > n$, (13.1.1) has a unique global bounded classical solution.
The strategy for the proof of Theorem 13.1.1 is to construct the estimate for \( \int_\Omega u^p \) with some \( p > \frac{n}{2} \). One of the keys for this strategy is to derive the unified inequality
\[
\frac{d}{dt} \int_\Omega u^p \varphi(v) + \varepsilon p(p - 1) \int_\Omega u^{p-2} \varphi(v) |\nabla u|^2 \leq c \int_\Omega u^p \varphi(v) - r \int_\Omega u^{p+1} \frac{\varphi(v)}{(a + v)^k}
\]
for some \( \varepsilon \in [0, 1) \) and \( c > 0 \), where
\[
\varphi(s) := \exp \left\{ -r \int_s^\eta \frac{1}{(a + \tau)^k} d\tau \right\} \quad (s \geq \eta)
\]
with \( r > 0 \). This function \( \varphi \) constructed in [150] and Chapter 3 unifies mathematical structures in the cases \( k > 1 \) and \( k = 1 \).

This chapter is organized as follows. In Section 13.2 we collect basic facts which will be used later. In Section 13.3 we give a unified viewpoint in energy estimates. Section 13.4 is devoted to the proof of global existence and boundedness (Theorem 13.1.1).

### 13.2. Local existence and basic inequalities

In this section we will collect elementary results. We first recall the uniform-in-time lower estimate for \( v \) established by Fujie [50, 51].

**Lemma 13.2.1.** Let \( u \in C(\overline{\Omega} \times [0,T)) \) be a nonnegative function such that, with some \( m > 0 \), \( \int_\Omega u(\cdot, t) = m \) for every \( t \in [0,T) \). If \( v_0 \in C(\overline{\Omega}) \) is a positive function in \( \Omega \) and \( v \in C^{2, 1}(\overline{\Omega} \times (0,T)) \cap C(\overline{\Omega} \times [0,T)) \) is a classical solution of
\[
\begin{align*}
  v_t &= \Delta v - v + u, \quad x \in \Omega, \ t \in (0, T), \\
  \nabla v \cdot \nu &= 0 \quad \quad x \in \partial\Omega, \ t \in (0, T), \\
  v(x, 0) &= v_0(x) \quad x \in \Omega,
\end{align*}
\]
then for all \( t \in (0, T) \),
\[
\inf_{x \in \Omega} v(x, t) \geq \tilde{\eta} > 0,
\]
where
\[
\tilde{\eta} := \sup_{\tau > 0} \left( \min \left\{ e^{-2\tau} \min_{x \in \overline{\Omega}} v_0(x), \ c_0 m (1 - e^{-\gamma}) \right\} \right).
\]

**Remark 13.2.1.** When \( \Omega \) is a convex bounded domain, the proof of this lemma is given in [50, Lemma 2.2] and the constant \( \tilde{\eta} \) can be explicitly represented as
\[
\tilde{\eta} := \sup_{\tau > 0} \left\{ \min_{x \in \overline{\Omega}} e^{-\tau} \min_{x \in \overline{\Omega}} v_0(x), \ m \cdot \int_0^\tau \frac{1}{(4\pi r)^\frac{n}{2}} e^{-r \left( \frac{\max_{x \in \overline{\Omega}} |x-y|^2}{4r} \right)} dr \right\}.
\]

On the other hand, if we do not assume the convexity of \( \Omega \), then using the positivity of the fundamental solution \( U(t, x; s, y) \) to \( w_t = \Delta w - w \) in \( \Omega \times (0, T) \) with \( \nabla w \cdot \nu = 0 \) on \( \partial \Omega \times (0, T) \) (see e.g., [83]), we have that there exists \( c_0 > 0 \) such that for all \( \tau \in (0, \frac{T}{2}) \),
\[
U(s + \tau, x; s, y) = U(\tau, x; 0, y) \geq c_0 > 0 \quad \text{for all } x, y \in \overline{\Omega}, \ s > 0.
\]
Then we can see the conclusion of Lemma 13.2.1 by a similar argument as in [50, Lemma 2.2].

We next recall the well-known result about local existence of solutions to (13.1.1) (see [102, Theorem 2.3], [54, Proposition 2.2] and [193, Lemma 2.1]).

**Lemma 13.2.2.** Assume that \( \chi \) satisfies (13.1.3) with some \( \lambda > 0, k \geq 1, a \geq 0, K > 0 \) and the initial data \( u_0, v_0 \) fulfil (13.1.6) for some \( q > n \). Then there exist \( T_{\text{max}} \in (0, \infty] \) and exactly one pair \( (u,v) \) of nonnegative functions

\[
\begin{aligned}
    u &\in C(\overline{\Omega} \times [0, T_{\text{max}})) \cap C^2(\overline{\Omega} \times (0, T_{\text{max}})), \\
v &\in C(\overline{\Omega} \times [0, T_{\text{max}})) \cap C^2(\overline{\Omega} \times (0, T_{\text{max}})) \cap L^\infty_{\text{loc}}([0, T_{\text{max}}); W^{1,q}(\Omega))
\end{aligned}
\]

which solves (13.1.1) in the classical sense and satisfies the mass conservation

\[
\int_{\Omega} u(\cdot, t) = \int_{\Omega} u_0 \quad \text{for all } t \in (0, T_{\text{max}})
\]

and the lower estimate

\[
\inf_{x \in \Omega} v(x, t) \geq \eta \quad \text{for all } t \in (0, T_{\text{max}}),
\]

where \( \eta > 0 \) is defined as (13.1.5). Moreover, if \( T_{\text{max}} < \infty \), then

\[
\lim_{t \nearrow T_{\text{max}}} \left( \| u(\cdot, t) \|_{L^\infty(\Omega)} + \| v(\cdot, t) \|_{W^{1,\infty}(\Omega)} \right) = \infty.
\]

At the end of this section we shall recall the result about the estimate for \( v \) in dependence on boundedness features of \( u \) derived by a straightforward application of well-known smoothing estimates for the heat semigroup under homogeneous Neumann boundary conditions (see [196, Lemma 2.4], [50, Lemma 2.4]).

**Lemma 13.2.3.** Let \( T > 0 \) and \( 1 \leq \theta, \mu \leq \infty \). If \( \frac{\theta}{2}(\frac{1}{\theta} - \frac{1}{\mu}) < 1 \), then there exists \( C_1(\mu, \theta) > 0 \) such that

\[
\| v(\cdot, t) \|_{L^\mu(\Omega)} \leq C_1(\mu, \theta) \left( 1 + \sup_{s \in (0, T)} \| u(\cdot, s) \|_{L^\theta(\Omega)} \right) \quad \text{for all } t \in (0, T).
\]

### 13.3. A unified viewpoint in energy estimates

Let \( (u, v) \) be the solution of (13.1.1) on \([0, T_{\text{max}}]\) as in Lemma 13.2.2. For the proof of Theorem 13.1.1 we will recall an useful fact to derive the \( L^\infty \)-estimate for \( u \).

**Lemma 13.3.1.** Assume that the solution \( u \) of (13.1.1) given in Lemma 13.2.2 satisfies

\[
\| u(\cdot, t) \|_{L^p(\Omega)} \leq C(p) \quad \text{for all } t \in (0, T_{\text{max}})
\]

with some \( p > \frac{n}{2} \) and \( C(p) > 0 \). Then there exists a constant \( C' > 0 \) such that

\[
\| u(\cdot, t) \|_{L^\infty(\Omega)} + \| v(\cdot, t) \|_{W^{1,\infty}(\Omega)} \leq C' \quad \text{for all } t \in (0, T_{\text{max}}).
\]
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Proof. Combination of (13.2.2) and the same argument as in [196, Lemma 3.4] leads to the $L^\infty$-estimate for $u$. Moreover, the same argument as in the proof of [193, Theorem 3.2] implies the conclusion of this lemma.

**Unified test function.** Thanks to Lemmas 13.2.2 and 13.3.1 we will only make sure that the $L^p$-estimate for $u$ with some $p > \frac{n}{2}$ to show global existence and boundedness of solutions to (13.1.1). To establish (13.3.1) we introduce the functions $g$ and $\varphi$ by

\[(13.3.2)\quad g(s) := -r \int_0^s \frac{1}{(a + \tau)^k} d\tau, \quad \varphi(s) := \exp\{g(s)\} \quad (s \geq \eta),\]

where $r > 0$ is a constant fixed later and $\eta$ is defined as (13.1.5). When $k > 1$, by straightforward calculations we have

\[\varphi(s) = C_\varphi \exp\left\{ \frac{r}{(k-1)(a+s)^{k-1}} \right\}\]

with $C_\varphi = \exp\{-r(k-1)^{-1}(a+\eta)^{-k+1}\} > 0$, which is a similar function used in [193]. On the other hand, when $k = 1$, it follows that

\[\varphi(s) = \frac{C_\varphi}{(a+s)^r}\]

with some constant $C_\varphi = (a+\eta)^r > 0$, which is a similar function used in [50]. Now we shall prove the following unified inequality by using the test function $\varphi(v)$.

**Lemma 13.3.2.** Assume that $\chi$ satisfies (13.1.3) with some $\lambda > 0$, $k \geq 1$, $a \geq 0$, $K > 0$. Then for all $\varepsilon \in [0,1)$ there exists $c > 0$ such that

\[(13.3.3)\quad \frac{d}{dt} \int_\Omega u^p \varphi(v) + \varepsilon p(p-1) \int_\Omega u^{p-2} \varphi(v)|\nabla u|^2
\leq \int_\Omega u^p H_{\varepsilon,r}(v) \varphi(v)|\nabla v|^2 + c \int_\Omega u^p \varphi(v) - r \int_\Omega u^{p+1} \frac{\varphi(v)}{(a+v)^k},\]

where $H_{\varepsilon,r}$ is the function defined for $s \geq \eta$ by

\[(13.3.4)\quad H_{\varepsilon,r}(s) := -\frac{K r}{(a+s)^{k+1}} + \left( \frac{\varepsilon p K r}{1-\varepsilon} + \frac{p(p-1)K^2}{4(1-\varepsilon)} + \frac{(\varepsilon p + 1 - \varepsilon)r^2}{(1-\varepsilon)(p-1)} \right) \frac{1}{(a+s)^{2k}}\]

**Proof.** We let $p \geq 1$. From (13.1.1) we have

\[(13.3.5)\quad \frac{d}{dt} \int_\Omega u^p \varphi(v) = p \int_\Omega u^{p-1} \varphi(v) \nabla \cdot (\nabla u - u \chi(v) \nabla v) + \int_\Omega u^p \varphi'(v)(\Delta v - v + u).\]

Integration by parts yields

\[(13.3.6)\quad p \int_\Omega u^{p-1} \varphi(v) \nabla \cdot (\nabla u - u \chi(v) \nabla v) + \int_\Omega u^p \varphi'(v) \Delta v
= -p \int_\Omega \nabla (u^{p-1} \varphi(v)) \cdot (\nabla u - u \chi(v) \nabla v) - \int_\Omega (u^p \varphi'(v)) \cdot \nabla v
= -p(p-1) \int_\Omega u^{p-2} \varphi(v) |\nabla u|^2 + \int_\Omega u^{p-1} (p(p-1) \varphi(v) \chi(v) - 2p \varphi'(v)) \nabla u \cdot \nabla v
+ \int_\Omega u^p (-\varphi''(v) + p \varphi'(v) \chi(v)) |\nabla v|^2.\]
Invoking the Young inequality, we infer that for all $\varepsilon \in [0, 1)$,
\[
(13.3.7) \quad \int_{\Omega} u^{p-1} (p(p-1)\varphi(v)\chi(v) - 2p\varphi'(v)) \nabla u \cdot \nabla v \\
\leq (1 - \varepsilon)p(p-1) \int_{\Omega} u^{p-2} \varphi(v) |\nabla u|^2 \\
+ \int_{\Omega} u^{p} \frac{p(p-1)\varphi(v)\chi(v) - 2p\varphi'(v))^2}{4(1 - \varepsilon)p(p-1)\varphi(v)} |\nabla v|^2.
\]
Thus combination of (13.3.5), (13.3.6) and (13.3.7) yields that
\[
(13.3.8) \quad \frac{d}{dt} \int_{\Omega} u^p \varphi(v) + \varepsilon p(p-1) \int_{\Omega} u^{p-2} \varphi(v) |\nabla u|^2 \\
\leq \int_{\Omega} u^p F_{\varphi}(v) |\nabla v|^2 + \int_{\Omega} u^p \varphi'(v)(-v + u),
\]
where
\[
F_{\varphi}(s) := -\varphi''(s) - \frac{\varepsilon}{1-\varepsilon} p\varphi'(s)\chi(s) + \frac{p(p-1)}{4(1 - \varepsilon)} \chi(s)^2 \varphi(s) + \frac{p\varphi'(s)^2}{(1 - \varepsilon)(p-1)\varphi(s)} \quad (s \geq \eta).
\]
Noting that
\[
\varphi'(s) = g'(s)\varphi(s) \quad \text{and} \quad \varphi''(s) = g''(s)\varphi(s) + g'(s)^2\varphi(s) \quad (s \geq \eta),
\]
we can rewrite the function $F_{\varphi}(s)$ as
\[
F_{\varphi}(s) = \left(-g''(s) - \frac{\varepsilon}{1-\varepsilon} pg'(s)\chi(s) + \frac{p(p-1)}{4(1 - \varepsilon)} \chi(s)^2 \varphi(s) + \frac{\varepsilon p - 1 - \varepsilon)g'(s)^2}{(1 - \varepsilon)(p-1)}\right) \varphi(s)
\]
for all $s \geq \eta$. Recalling by (13.3.2) that
\[
g'(s) = \frac{-r}{(a+s)^k} \quad \text{and} \quad g''(s) = \frac{rk}{(a+s)^{k+1}} \quad (s \geq \eta),
\]
we see from (13.1.3) that
\[
(13.3.9) \quad F_{\varphi}(s) \leq H_{\varepsilon,r}(s)\varphi(s)
\]
for all $s \geq \eta$, where $H_{\varepsilon,r}$ is defined as (13.3.4). Therefore we obtain from (13.3.8) together with (13.3.9) that
\[
\frac{d}{dt} \int_{\Omega} u^p \varphi(v) + \varepsilon p(p-1) \int_{\Omega} u^{p-2} \varphi(v) |\nabla u|^2 \\
\leq \int_{\Omega} u^p H_{\varepsilon,r}(v)\varphi(v) |\nabla v|^2 - r \int_{\Omega} u^p \varphi(v) \frac{(-v + u)}{(a+v)^k}.
\]
We finally confirm from the boundedness of the function $s \mapsto \frac{s}{(a+s)^k}$ on $[\eta, \infty)$ ($k \geq 1$) that there exists $c > 0$ satisfying
\[
\int_{\Omega} u^p \varphi(v) \frac{rv}{(a+v)^k} \leq c \int_{\Omega} u^p \varphi(v),
\]
and thus we obtain (13.3.3). \qed
13.4. Global existence and boundedness

In this section we will show the $L^p$-estimate for $u$ with $p > \frac{n}{2}$ by using Lemma 13.3.2.

13.4.1. Energy estimate in the case $k > 1$

We first derive the energy estimate in the case $k > 1$. In this subsection we assume that $\chi$ satisfies (13.1.3) with some $k > 1$. Now we shall show the following inequality by modifying the method in Chapter 3.

**Lemma 13.4.1.** Assume that (13.1.3) and (13.1.4) are satisfied with some $\lambda > 0$, $k > 1$, $a \geq 0$ and $K > 0$. Then there exist $p > \frac{n}{2}$, $r > 0$ and $\varepsilon \in (0,1)$ such that

$$H_{\varepsilon,r}(s) \leq 0 \quad \text{for all } s \geq \eta,$$

where $H_{\varepsilon,r}$ is defined as (13.3.4) and $\eta > 0$ is defined as (13.1.5), which implies that

$$\frac{d}{dt} \int_{\Omega} u^p \varphi(v) + \varepsilon p(p-1) \int_{\Omega} u^{p-2} \varphi(v) |\nabla u|^2 \leq c \int_{\Omega} u^p \varphi(v) - r \int_{\Omega} u^{p+1} \frac{\varphi(v)}{(a+v)^k}.$$

**Proof.** We take $p \geq 1$, $r > 0$ and $\varepsilon \in [0,1)$ which will be fixed later. Due to the definition of $H_{\varepsilon,r}$ we write as

$$H_{\varepsilon,r}(s) = a_1(s)r^2 + a_2(s)r + a_3(s),$$

where

$$a_1(s) := \frac{\varepsilon p + 1 - \varepsilon}{(1 - \varepsilon)(p-1)(a+s)^{2k}},$$

$$a_2(s) := \frac{\varepsilon pK}{(1 - \varepsilon)(a+s)^{2k}} - \frac{k}{(a+s)^{k+1}},$$

$$a_3(s) := \frac{p(p-1)K^2}{4(1 - \varepsilon)(a+s)^{2k}}.$$

Noting from the condition (13.1.4) that there exist $p > \frac{n}{2}$ and $\varepsilon \in (0,1)$ satisfying

$$K < \frac{(1 - \varepsilon)k(a+\eta)(k-1)}{\varepsilon p + \sqrt{p(\varepsilon p + 1 - \varepsilon)}}$$

we have that

$$\frac{\varepsilon p + \sqrt{p(\varepsilon p + 1 - \varepsilon)}}{1 - \varepsilon} K < k(a+s)^{k-1} \quad \text{for all } s \geq \eta.$$

This implies that the discriminant

$$D_r(s) = a_2(s)^2 - 4a_1(s)a_3(s)$$

$$= \left( \frac{\varepsilon pK}{(1 - \varepsilon)(a+s)^{2k}} - \frac{k}{(a+s)^{k+1}} \right)^2 - \frac{p(\varepsilon p + 1 - \varepsilon)K^2}{(1 - \varepsilon)^2(a+s)^{4k}}$$

$$= \frac{1}{(a+s)^{4k}} \left( \frac{\varepsilon pK}{1 - \varepsilon} - k(a+s)^{k-1} \right)^2 - \frac{p(\varepsilon p + 1 - \varepsilon)K^2}{(1 - \varepsilon)^2}.$$
is positive for all \( s \geq \eta \). Finally, we show that there exists \( r > 0 \) such that

\[
H_{\varepsilon,r}(s) = a_1(s)r^2 + a_2(s)r + a_3(s) \leq 0
\]

for all \( s \geq \eta \). Because \( D_r(s) \) is positive, we can define

\[
r_{\pm}(s) := \frac{-a_2(s) \pm \sqrt{D_r(s)}}{2a_1(s)} = \frac{(1 - \varepsilon)(p - 1)}{2(\varepsilon p + 1 - \varepsilon)} \times \left( -\frac{\varepsilon p K}{1 - \varepsilon} + k(a + s)^{k-1} \pm \sqrt{\left( \frac{\varepsilon p K}{1 - \varepsilon} - k(a + s)^{k-1} \right)^2 - \frac{p(\varepsilon p + 1 - \varepsilon)K^2}{(1 - \varepsilon)^2}} \right).
\]

Then we see that \( H_{\varepsilon,r}(s) \leq 0 \) for each \( s \geq \eta \) and all \( r \in (r_-, r_+(s)) \). Setting the functions

\[
\tilde{r}_\pm(\tau) := \tau \pm \sqrt{\tau^2 - \frac{p(\varepsilon p + 1 - \varepsilon)K^2}{(1 - \varepsilon)^2}} \quad \left( \tau \geq \frac{K\sqrt{p(\varepsilon p + 1 - \varepsilon)}}{1 - \varepsilon} \right),
\]

we note that

\[
(13.4.4) \quad r_{\pm}(s) = \frac{(1 - \varepsilon)(p - 1)}{2(\varepsilon p + 1 - \varepsilon)} \tilde{r}_\pm \left( -\frac{\varepsilon p K}{1 - \varepsilon} + k(a + s)^{k-1} \right).
\]

Since the functions \( \tilde{r}_\pm \) satisfy that

\[
\frac{d\tilde{r}_+}{d\tau}(\tau) > 0 \quad \text{and} \quad \frac{d\tilde{r}_-}{d\tau}(\tau) < 0
\]

for all \( \tau \geq \frac{K\sqrt{p(\varepsilon p + 1 - \varepsilon)}}{1 - \varepsilon} \), we obtain from (13.4.2) that

\[
\tilde{r}_- \left( -\frac{\varepsilon p K}{1 - \varepsilon} + k(a + s)^{k-1} \right) < \tilde{r}_- \left( \frac{K\sqrt{p(\varepsilon p + 1 - \varepsilon)}}{1 - \varepsilon} \right)
\]

\[
= \tilde{r}_+ \left( \frac{K\sqrt{p(\varepsilon p + 1 - \varepsilon)}}{1 - \varepsilon} \right) < \tilde{r}_+ \left( -\frac{\varepsilon p K}{1 - \varepsilon} + k(a + s)^{k-1} \right)
\]

holds for all \( s \geq \eta \). Therefore putting

\[
r_0 := \frac{(1 - \varepsilon)(p - 1)}{2(\varepsilon p + 1 - \varepsilon)} \tilde{r}_- \left( \frac{K\sqrt{p(\varepsilon p + 1 - \varepsilon)}}{1 - \varepsilon} \right) = \frac{(p - 1)K}{2} \sqrt{\frac{p}{\varepsilon p + 1 - \varepsilon}} > 0
\]

and recalling (13.4.4), we have \( r = r_0 \in (r_-(s), r_+(s)) \) for all \( s \geq \eta \), which means that (13.4.3) holds for all \( s \geq \eta \). This implies the end of the proof.

Now we are ready to show the \( L^p \)-estimate in the case \( k > 1 \).
Lemma 13.4.2. Assume that (13.1.3) and (13.1.4) are satisfied with some \( \lambda > 0, k > 1, a \geq 0 \) and \( K > 0 \). Then there exist \( p > \frac{n}{2} \) and \( C > 0 \) such that

\[
\| u(\cdot, t) \|_{L^p(\Omega)} \leq C \quad \text{for all} \quad t > 0.
\]

Proof. The proof is similar as in [193]. From Lemmas 13.3.2 and 13.4.1 we obtain (13.4.1) with some \( p > \frac{n}{2}, r > 0 \) and \( \varepsilon \in (0, 1) \). We shall show the \( L^p \)-estimate for \( u \) by using (13.4.1). From the positivity of \( u, v \) and \( \varphi \) we have that

\[
-r \int_\Omega u^{p+1} \frac{\varphi'(v)}{(a + v)^k} \leq 0.
\]

We next deal with the term \( \int_\Omega u^{p-1} \varphi(v) |\nabla u|^2 \). Noting the boundedness of \( \varphi \):

\[
C_\varphi \leq \varphi(s) \leq 1 \quad (s \geq \eta)
\]

and combining the Gagliardo–Nirenberg inequality (see Lemma 2.1.1) with the mass conservation property (13.2.1), we deduce that there exists \( c_1 > 0 \) such that

\[
\int_\Omega u^p \varphi(v) \leq \int_\Omega u^p = \| u^\frac{p}{2} \|_{L^2(\Omega)}^2 \leq c_1 \left( \| \nabla u^\frac{p}{2} \|_{L^2(\Omega)} + \| u^\frac{p}{2} \|_{L^p(\Omega)} \right)^{2a} \| u^\frac{p}{2} \|_{L^p(\Omega)}^{2(1-a)}
\]

\[
= c_1 \left( \| \nabla u^\frac{p}{2} \|_{L^2(\Omega)} + \| u^\frac{p}{2} \|_{L^p(\Omega)} \right)^{2a} \| u^\frac{p}{2} \|_{L^p(\Omega)}^{p(1-a)}
\]

with \( a = \frac{pn - 2}{p^2 + 1} \in (0, 1) \). From (13.4.1), (13.4.5) and combination of (13.4.7) and

\[
C_\varphi \int_\Omega |\nabla u^\frac{p}{2}|^2 \leq \int_\Omega u^{p-2} \varphi(v) |\nabla u|^2
\]

we see that there exist \( c_2, c_3 > 0 \) such that

\[
\frac{d}{dt} \int_\Omega u^p \varphi(v) \leq c \int_\Omega u^p \varphi(v) - c_2 \left( \int_\Omega u^p \varphi(v) \right)^{\frac{1}{2}} + c_3,
\]

which implies that there exist \( p > \frac{n}{2}, r > 0 \) (determined in Lemma 13.4.1) and \( C > 0 \) satisfying

\[
\int_\Omega u^p \varphi(v) \leq C.
\]

Therefore we obtain from (13.4.6) that

\[
\int_\Omega u^p \leq C C_\varphi^{-1}.
\]

Thus we attain the goal of the proof. \( \square \)
13.4.2. Energy estimates in the case \( k = 1 \)

In this section we assume that the sensitivity function \( \chi \) satisfies (13.1.3) with \( k = 1 \). We first show the following estimate for \( H_{0,r}(s) \).

**Lemma 13.4.3.** Assume that (13.1.3) and (13.1.4) are satisfied with \( k = 1 \) and with some \( \lambda > 0 \), \( a \geq 0 \) and \( K > 0 \). Then for each \( p \in (1, \frac{1}{K^2}) \),

\[
H_{0,r}(s) \leq 0 \quad \text{for all } r \in I_p \text{ and all } s \geq \eta,
\]

where \( H_{0,r} \) is defined as (13.3.4) with \( \varepsilon = 0 \) and

\[
I_p := \left( \frac{p-1}{2} \left( 1 - \sqrt{1 - pK^2} \right), \frac{p-1}{2} \left( 1 + \sqrt{1 - pK^2} \right) \right),
\]

which means

\[
\frac{d}{dt} \int_{\Omega} u^p \varphi(v) \leq c \int_{\Omega} u^p \varphi(v) - r \int_{\Omega} u^{p+1} \frac{\varphi(v)}{a + v}.
\]

**Proof.** We pick \( p \geq 1 \) and \( r > 0 \) which will be fixed later. Due to the definition of \( H_{0,r}(s) \) we write as

\[
H_{0,r}(s) = \frac{1}{(a + s)^2} \left( \frac{1}{p-1} r^2 - r + \frac{p(p-1)K^2}{4} \right)
\]

\[
= \frac{b_1 r^2 + b_2 r + b_3}{(a + s)^2}.
\]

From (13.1.4) we note that \( (1, \frac{1}{K^2}) \) is not an empty set. If we choose \( p \in (1, \frac{1}{K^2}) \), then the discriminant of \( b_1 r^2 + b_2 r + b_3 \) is nonnegative:

\[
D_r = 1 - pK^2 \geq 0.
\]

Thus we can define the interval \( I_p \) as (13.4.8) for each \( p \in (1, \frac{1}{K^2}) \). Then we have from straightforward calculations that for each \( p \in (1, \frac{1}{K^2}) \) and all \( r \in I_p \),

\[
b_1 r^2 + b_2 r + b_3 \leq 0
\]

holds, which yields that for all \( p \in (1, \frac{1}{K^2}) \) there exists the interval \( I_p \) such that

\[
H_{0,r}(s) \leq 0
\]

for all \( r \in I_p \) and all \( s \geq \eta \). This implies the end of the proof. \( \square \)

We next show the estimate for \( \int_{\Omega} u^p \varphi(v) \). However we cannot easily obtain the estimate for \( \int_{\Omega} u^p \) because \( \varphi \) is not a bounded function. Therefore we will show the following lemma, which has an important role for obtaining the \( L^p \)-estimate.
Lemma 13.4.4. Assume that (13.1.3) and (13.1.4) are satisfied with $k = 1$ and with some $\lambda > 0$, $a \geq 0$ and $K > 0$. Suppose that $p \in (1, \frac{1}{K^2})$, $r \in I_p$ such that $p - r \geq 1$. If there exists $C > 0$ such that

$$\|v(\cdot, t)\|_{L^{p-r}(\Omega)} \leq C \quad \text{for all } t > 0,$$

then there exists $C_2(p, r) > 0$ satisfying

$$\int_{\Omega} u^p \varphi(v) \leq C_2(p, r) \quad \text{for all } t > 0.$$

Proof. The proof is similar as in [50]. We let $p \in (1, \frac{1}{K^2})$. We denote by $I_p$ the interval defined as (13.4.8), and choose $r \in I_p$. We shall attain the conclusion from (13.4.9). By virtue of the Hölder inequality, we infer that

$$\int_{\Omega} u^p \varphi(v) \leq C_{\varphi} \left( \int_{\Omega} u^{p+1} \frac{\varphi(v)}{a + v} \right)^{\frac{p}{p+1}} \left( \int_{\Omega} (a + v)^{p-r} \right)^{\frac{1}{p-r}}.$$

Noting from (13.4.10) and the fact $p - r \geq 1$ that

$$\|a + v(\cdot, t)\|_{L^{p-r}(\Omega)} \leq a|\Omega|^{\frac{1}{p-r}} + C \quad \text{for all } t > 0,$$

we obtain that there exists $c_1 > 0$ such that

$$\int_{\Omega} u^p \varphi(v) \leq c_1 \left( \int_{\Omega} u^{p+1} \frac{\varphi(v)}{a + v} \right)^{\frac{p}{p+1}}.$$

Plugging this inequality into (13.4.9), we have the conclusion from a standard ODE comparison argument. 

Lemma 13.4.5. Assume that (13.1.3) and (13.1.4) are satisfied with $k = 1$ and with some $\lambda > 0$, $a \geq 0$ and $K > 0$. Then there exist $p > \frac{n}{2}$ and $C > 0$ such that

$$\|u(\cdot, t)\|_{L^p(\Omega)} \leq C.$$

Proof. We use a similar argument as in [50, Proof of Main Theorem (Step 1)]. First we choose a pair $(p_0, r_0)$ such that

$$\begin{cases} p_0 \in \left( 1, \min \left\{ \frac{1}{K^2}, n + 1, \frac{n + 2}{n - 2} \right\} \right), \\ r_0 := \frac{p_0 - 1}{2}. \end{cases}$$

Then $p_0 > r_0$, $r_0 < \frac{n}{2}$, $r_0 \in I_{p_0}$, $p_0 - r_0 \geq 1$ and $p_0 - r_0 < \frac{n}{n - 2}$. Since $\frac{n}{2} \left( 1 - \frac{1}{p_0 - r_0} \right) < 1$ from the inequality $p_0 - r_0 < \frac{n}{n - 2}$, it follows from Lemma 13.2.3 and (13.2.1) that there exists $b_0 > 0$ such that

$$\|v(\cdot, t)\|_{L^{p_0-r_0}(\Omega)} \leq C_1(p_0 - r_0, 1) \left( 1 + \sup_{s \in (0, T_{\max})} \|u(\cdot, s)\|_{L^1(\Omega)} \right) \leq b_0$$
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for all $t \in (0, T_{\max})$. Thus we have from the fact $p_0 - r_0 \geq 1$ and Lemma 13.4.4 that
\[
\int_{\Omega} u^{p_0}(a + v)^{-r_0} \leq C_{p_0} C_2(p_0, r_0).
\]

We will show that for all $q_0 \in (\frac{2p_0}{p_0+1}, \min\{p_0, \frac{n(p_0-r_0)}{n-2r_0}\})$ there exists $b'_0 > 0$ such that
\[
(13.4.11) \quad \int_{\Omega} u^{q_0} \leq b'_0.
\]

We first note from the fact $p_0 \geq 1$ that
\[
\frac{2p_0}{p_0+1} \leq p_0 \quad \text{and} \quad \frac{2p_0}{p_0+1} \leq \frac{n(p_0+1)}{2(n - p_0+1)} = \frac{n(p_0 - r_0)}{n - 2r_0}.
\]

Now we fix $q_0 \in (\frac{2p_0}{p_0+1}, \min\{p_0, \frac{n(p_0-r_0)}{n-2r_0}\})$. Applying the Hölder inequality, we infer that
\[
(13.4.12) \quad \int_{\Omega} u^{q_0} \leq \left( \int_{\Omega} u^{p_0}(a + v)^{-r_0} \right)^{\frac{q_0}{p_0}} \left( \int_{\Omega} (a + v)^{\frac{q_0 r_0}{p_0 - q_0}} \right)^{\frac{p_0 - q_0}{p_0}} \leq \left( C_{p_0} C_2(p_0, r_0) \right)^{\frac{q_0}{p_0}} \|a + v(\cdot, t)\|_{L^{\frac{p_0}{p_0-r_0}}(\Omega)}^\frac{q_0 r_0}{p_0 - q_0}.
\]

We can confirm from the fact $\frac{n}{2} (\frac{1}{q_0} - \frac{p_0-q_0}{q_0 r_0}) < 1$, $\frac{q_0 r_0}{p_0 - q_0} \geq 1$ (from the fact $q_0 \geq \frac{2p_0}{p_0+1}$) and Lemma 13.2.3 that
\[
(13.4.13) \quad \|v(\cdot, t)\|_{L^{\frac{p_0}{p_0-r_0}}(\Omega)} \leq C_1 \left( \frac{q_0 r_0}{p_0 - q_0}, q_0 \right) \left( 1 + \sup_{s \in (0, T_{\max})} \|u(\cdot, s)\|_{L^{p_0}(\Omega)} \right)
\]
for all $t \in (0, T_{\max})$. Therefore plugging (13.4.13) into (13.4.12) derives that there exists $b'_0 > 0$ satisfying
\[
\|u(\cdot, t)\|_{L^{p_0}(\Omega)} \leq b'_0 \left( 1 + \sup_{s \in (0, T_{\max})} \|u(\cdot, s)\|_{L^{p_0}(\Omega)} \right)^\frac{r_0}{p_0}
\]
for all $t \in (0, T_{\max})$. Noting that $\frac{r_0}{p_0} < 1$, we obtain (13.4.11). In the above argument, since $\frac{n}{2} < \min\{\frac{1}{K^2}, n+1\}$, if $\frac{n+2}{n-2} > \frac{n}{2}$, then we can fix $p_0 > \frac{n}{2}$. Thus we can find $q_0 > \frac{n}{2}$ due to $p_0 < \frac{n(p_0+1)}{2(n-p_0+1)} = \frac{n(p_0-r_0)}{n-2r_0}$ if $\frac{n+2}{n-2} > \frac{n}{2}$. On the other hand, if $\frac{n+2}{n-2} \leq \frac{n}{2}$, then we proceed the iteration argument. For all $i \in \mathbb{N}$, we fix a pair $(p_i, r_i)$ defined inductively such that
\[
\begin{align*}
(p_i &\in \left( p_{i-1}, \min\left\{ \frac{1}{K^2}, n+1, \frac{p_{i-1}(n+2)}{n-2p_{i-1}} \right\} \right), \\
(r_i &:= \frac{p_i - 1}{2},
\end{align*}
\]
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then we can see that \( p_i > r_i, r_i < \frac{n}{2} \) and \( r_i \in I_{p_i} \). Moreover, since the relation \( p_i < \frac{p_{i-1}(n+2)}{n-2p_{i-1}} \) implies that

\[
p_i - r_i < \frac{n \cdot \frac{n(p_{i-1}+1)}{2(n-p_{i-1}+1)}}{n - 2 \cdot \frac{n(p_{i-1}+1)}{2(n-p_{i-1}+1)}},
\]

we can find some \( q_{i-1} \in \left( \frac{2p_{i-1}}{p_{i-1}+1}, \min\{p_{i-1}, \frac{n(p_{i-1}+1)}{2(n-p_{i-1}+1)} \} \right) \) satisfying

\[
p_i - r_i < \frac{nq_{i-1}}{n - 2q_{i-1}},
\]

which means that \( \frac{n}{2} \left( \frac{1}{q_{i-1}} - \frac{1}{p_i - r_i} \right) < 1 \). Therefore we obtain

(13.4.14) \[ \|v(\cdot, t)\|_{L^{p_i-r_i}(\Omega)} \leq C_1(p_i - r_i, q_{i-1}) \left( 1 + \sup_{s \in (0, T_{\text{max}})} \|u(\cdot, s)\|_{L^{q_i-1}(\Omega)} \right) \]

for all \( t \in (0, T_{\text{max}}) \). According to (13.4.14) and \( p_i - r_i \geq 1 \) into Lemma 13.4.4, we have

\[
\int_{\Omega} u^{p_i}(a + v)^{-r_i} \leq C_\varphi r_i C_2(p_i, r_i).
\]

Due to a similar argument to the first iteration, we can show that for all \( t \in (0, T_{\text{max}}) \),

\[
\|u(\cdot, t)\|_{L^{q_i}(\Omega)} \leq b'_i(q_i) \quad \text{for all } q_i \in \left( \frac{2p_i}{p_i + 1}, \min\left\{ \frac{n(p_i+1)}{2(n-p_i+1)} \right\} \right)
\]

with some constant \( b'_i(q_i) > 0 \). Because the increasing function \( f(x) := \frac{x(n+2)}{n-2x} \) satisfies \( f(x) > 1 \) and \( f(x) \to \infty \) as \( x \to \frac{n}{2} \), we can find some \( i_0 \in \mathbb{N} \) such that \( p_{i_0} > \frac{n}{2} \) and \( p_{i_0-1} \leq \frac{n}{2} \), and hence \( q_{i_0} > \frac{n}{2} \). Therefore we verify

\[
\|u(\cdot, t)\|_{L^p(\Omega)} \leq C
\]

with some \( p > \frac{n}{2} \) and some \( C > 0 \), which completes the proof.

13.4.3. Proof of Theorem 13.1.1

Combination of the \( L^p \)-estimate for \( u \) (see Lemma 13.4.2 or Lemma 13.4.5) and Lemma 13.3.1 directly leads to the conclusion of Theorem 13.1.1. \( \square \)
Chapter 14

Global existence and boundedness in a fully parabolic chemotaxis system with signal-dependent sensitivity and logistic term

14.1. Problem and results

The following problem which describes the movement of species with chemotaxis

\[ u_t = \Delta u - \nabla \cdot (u \chi(v) \nabla v) + \mu u(1-u), \]
\[ v_t = \Delta v + u - v, \]

where \( \chi \) is a function and \( \mu \geq 0 \) is a constant, is called a Keller-Segel system or a chemotaxis system, and is studied intensively. The function \( \chi \) appearing in the above problem is called signal-dependent sensitivity, and examples of this function \( \chi \) are as follows:

- \( \chi(s) = K \) (linear)
- \( \chi(s) = \frac{K}{s} \) (singular)
- \( \chi(s) = \frac{K}{(1+s)^2} \) (regular)

for \( s > 0 \) with some constant \( K > 0 \). Previous works which deal with the constant sensitivity can be found in [25, 67, 76, 144, 194, 199]; the singular sensitivity is treated in [50, 54, 55, 102, 105]; we can find works related to the regular sensitivity in [54, 55, 129, 137, 138, 150, 151, 211]; variation of chemotaxis systems are in [5]. Here we focus on the case that \( \chi \) is a function generalizing the regular sensitivity:

\[ \chi(s) = \frac{K}{(a+s)^k} \quad (s > 0) \tag{14.1.1} \]

with some constants \( a \geq 0, k > 1 \) and \( K > 0 \). In a mathematical view, one of difficulties caused by the sensitivity function \( \chi \) is to deal with the additional term \( u\chi'(v)|\nabla v|^2 \) which does not appear in the case that \( \chi \) is a constant. In the case that \( \mu = 0 \), by using an
energy estimate to overcome the difficulties of the sensitivity function, under the condition that $\chi$ fulfills (14.1.1) with some constants $a \geq 0$, $k > 1$ and $K > 0$ satisfying
\[
K < k(a + \eta)^{k-1} \sqrt{\frac{2}{n}},
\]
where $\eta$ is a constant defined as
\[
\eta := \sup_{\tau > 0} \left( \min_{x \in \Omega} \left\{ e^{-2\tau} \min_{x \in \Omega} v_0(x), \: c_0 \| u_0 \|_{L^1(\Omega)} (1 - e^{-\tau}) \right\} \right) \geq 0
\]
(see [51] and Chapter 13), global existence and boundedness were established (Chapter 13). Recently, Fujie–Senba [54, 55] established conditions for global existence and boundedness in a problem generalizing the chemotaxis system with $\mu = 0$. More related works which deal with a two-species chemotaxis system with competitive kinetics can be found in [150, 151, 211] and Chapters 3, 7, 8; global existence and boundedness are in [150, 151, 211] and Chapters 3, 7; asymptotic behavior is shown in Chapters 7, 8.

In summary, the conditions (14.1.1)–(14.1.2) lead to global existence and boundedness in the chemotaxis system with $\mu = 0$. However, the case that $\mu > 0$ has not been studied. The purpose of this work is to derive conditions for global existence and boundedness in the chemotaxis system.

In this chapter we consider the chemotaxis system with signal-dependent sensitivity and logistic term
\[
\begin{aligned}
    u_t &= \Delta u - \nabla \cdot (u \chi(v) \nabla v) + \mu u(1 - u), \quad x \in \Omega, \: t > 0, \\
    v_t &= \Delta v + u - v, \quad x \in \Omega, \: t > 0, \\
    \nabla u \cdot \nu = \nabla v \cdot \nu &= 0, \quad x \in \partial \Omega, \: t > 0, \\
    u(x, 0) &= u_0(x), \: v(x, 0) = v_0(x), \quad x \in \Omega,
\end{aligned}
\]
where $\Omega$ is a bounded domain in $\mathbb{R}^n$ ($n \geq 2$) with smooth boundary $\partial \Omega$ and $\nu$ is the outward normal vector to $\partial \Omega$; $\mu > 0$ is a constant; the initial data $u_0$ and $v_0$ are assumed to be nonnegative functions. The unknown function $u(x, t)$ represents the population density of species and $v(x, t)$ shows the concentration of the substance at place $x$ and time $t$. As to the sensitivity function $\chi$, we are interested in functions generalizing
\[
\chi(s) = \frac{K}{(1 + s)^2} \quad (s > 0),
\]
where $K > 0$ is a constant.

In order to achieve our purpose we shall suppose that $\chi$ satisfies that
\[
\chi \in C^{1+\lambda}((0, \infty)) \quad \text{and} \quad 0 \leq \chi(s) \leq \frac{K}{(a + s)^k} \quad (s > 0)
\]
with some $\lambda > 0$, $k > 1$, $a > 0$ and $K > 0$ fulfilling
\[
K < ka^{k-1} \sqrt{\frac{2}{n}}.
\]
Now the main result reads as follows.
Theorem 14.1.1. Let $\Omega \subset \mathbb{R}^n$ ($n \geq 2$) be a bounded domain with smooth boundary and let $\mu > 0$. Assume that $\chi$ satisfies (14.1.4) with some $\lambda > 0$, $k > 1$, $a > 0$, $K > 0$ fulfilling (14.1.5). Then for any $u_0, v_0$ satisfying
\begin{equation}
0 \leq u_0 \in C(\overline{\Omega}) \setminus \{0\} \quad \text{and} \quad 0 \leq v_0 \in W^{1,q}(\Omega) \setminus \{0\}
\end{equation}
with some $q > n$, there exists an exactly one pair $(u, v)$ of positive functions

$u, v \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty))$

which solves (14.1.3). Moreover, the solution $(u, v)$ is uniformly bounded, i.e., there exists a constant $C > 0$ such that

$\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{W^{1,q}(\Omega)} \leq C$

for all $t > 0$.

Here we give one remark: The condition (14.1.5) is more restricted condition than (14.1.2) except the case that $\eta = 0$ (which is the case that $\min_{x \in \Omega} v_0(x) = 0$). The reason is that it is difficult to see the uniform-in-time lower estimate for $v$ because of lacking information about the lower estimate for $u$. Moreover, the condition (14.1.5) is independent of $\mu > 0$: The question “can the logistic term relax conditions for global existence and boundedness?” is still open problem in (14.1.3).

The strategy for the proof of Theorem 14.1.1 is to construct the $L^p$-estimate for $u$ with some $p > \frac{n}{2}$. One of keys for this strategy is to derive the inequality

\[
\frac{d}{dt} \int_{\Omega} u^p \varphi(v) \leq c \int_{\Omega} u^p \varphi(v) - \mu p \int_{\Omega} u^{p+1} \varphi(v)
\]

for some constant $c > 0$, where

$\varphi(s) := \exp \left\{ -r \int_0^s \frac{1}{(a + \tau)^{\frac{p}{p-1}}} d\tau \right\} \quad (s \geq 0)$

with some $r > 0$. Thanks to this strategy, we obtain

$\int_{\Omega} u^p \varphi(v) \leq C$

with some $C > 0$, which together with the lower estimate for $\varphi$ implies the $L^p$-estimate for $u$. Thus in light of the well-known semigroup estimates, we can attain the $L^\infty$-estimate for $u$.

14.2. Proof of the main result

In this section we will prove Theorem 14.1.1. We first recall the well-known result about local existence of solutions to (14.1.3) (see e.g., [5, Lemma 3.1]).
Lemma 14.2.1. Assume that \( \chi \) satisfies (14.1.4) with some \( \lambda > 0, k > 1, a > 0, K > 0 \) and the initial data \( u_0, v_0 \) fulfil (14.1.6) for some \( q > n \). Then there exist \( T_{\text{max}} \in (0, \infty] \) and exactly one pair \((u, v)\) of positive functions

\[
\begin{align*}
  u &\in C(\bar{\Omega} \times [0, T_{\text{max}}]) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\text{max}})), \\
v &\in C(\bar{\Omega} \times [0, T_{\text{max}}]) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\text{max}})) \cap L^\infty_{\text{loc}}([0, T_{\text{max}}); W^{1,q}(\Omega))
\end{align*}
\]

which solves (14.1.3) in the classical sense. Moreover, if \( T_{\text{max}} < \infty \), then

\[
\lim_{t \to T_{\text{max}}^-} (\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{W^{1,q}(\Omega)}) = \infty.
\]

In the following, we let \((u, v)\) be the solution of (14.1.3) on \([0, T_{\text{max}}]\) as in Lemma 14.2.1.

For the proof of Theorem 14.1.1 we will recall a useful fact to derive the \( L^1 \)-estimate for \( u \).

Lemma 14.2.2. Assume that the solution \((u, v)\) of (14.1.3) satisfies

\[
\|u(\cdot, t)\|_{L^p(\Omega)} \leq C(p)
\]

for all \( t \in (0, T_{\text{max}}) \) with some \( p > \frac{n}{2} \) and \( C(p) > 0 \). Then there exists a constant \( C' > 0 \) such that

\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{W^{1,q}(\Omega)} \leq C'
\]

for all \( t \in (0, T_{\text{max}}) \).

Proof. The same argument as in the proof of [5, Lemma 3.2] yields this result. \(\square\)

Thanks to Lemmas 14.2.1 and 14.2.2 we will only make sure that the \( L^p \)-estimate for \( u \) holds with some \( p > \frac{n}{2} \) to show global existence and boundedness of solutions to (14.1.3). To establish (14.2.1) we introduce the functions \( g \) and \( \varphi \) by

\[
\begin{align*}
g(s) &:= -r \int_0^s \frac{1}{(a + \tau)^k} d\tau, \\
\varphi(s) &:= \exp\{g(s)\} \quad (s \geq 0),
\end{align*}
\]

where \( r > 0 \) is a constant fixed later. Here we note from straightforward calculations that

\[
\varphi(s) = C_\varphi \exp\left\{ \frac{r}{(k-1)(a+s)^{k-1}} \right\}
\]

with

\[
C_\varphi = \exp\{-r(k-1)^{-1}a^{-k+1}\} > 0.
\]

Now we shall prove the following inequality by using the test function \( \varphi(v) \).
Lemma 14.2.3. Assume that $\chi$ satisfies (14.1.4) with some $\lambda > 0$, $k > 1$, $a > 0$, $K > 0$. Then there exists $c > 0$ such that

$$\frac{d}{dt} \int_\Omega u^p \phi(v) \leq \int_\Omega u^p H_r(v) \phi(v) |\nabla v|^2 + c \int_\Omega u^p \phi(v) - \mu p \int_\Omega u^{p+1} \phi(v),$$

where $H_r$ is the function defined by

$$H_r(s) := -\frac{kr}{(a+s)^{k+1}} + \left(\frac{p(p-1)K^2}{4} + \frac{r^2}{p-1}\right) \frac{1}{(a+s)^{2k}}$$

for $s \geq 0$.

Proof. Let $p \geq 1$. From (14.1.3) we have

$$\frac{d}{dt} \int_\Omega u^p \phi(v) = p \int_\Omega u^{p-1} \phi(v) \nabla \cdot (\nabla u - u \chi(v) \nabla v) + \mu p \int_\Omega u^p \phi(v)(1 - u)$$

$$+ \int_\Omega u^p \phi'(v)(\Delta v - v + u).$$

Then integration by parts derives

$$\int_\Omega u^{p-1} \phi(v) \nabla \cdot (\nabla u - u \chi(v) \nabla v) + \int_\Omega u^p \phi'(v) \Delta v$$

$$= -p \int_\Omega \nabla (u^{p-1} \phi(v)) \cdot (\nabla u - u \chi(v) \nabla v) - \int_\Omega \nabla (u^p \phi'(v)) \cdot \nabla v$$

$$= -p(p-1) \int_\Omega u^{p-2} \phi(v)|\nabla u|^2 + \int_\Omega u^{p-1}(p(p-1) \phi(v) \chi(v) - 2p \phi'(v)) \nabla u \cdot \nabla v$$

$$+ \int_\Omega u^p (-\phi''(v) + p \phi'(v) \chi(v)) |\nabla v|^2.$$ 

Due to the Young inequality, we infer that

$$\int_\Omega u^{p-1} (p(p-1) \phi(v) \chi(v) - 2p \phi'(v)) \nabla u \cdot \nabla v$$

$$\leq p(p-1) \int_\Omega u^{p-2} \phi(v) |\nabla u|^2 + \int_\Omega \frac{u^p (p(p-1) \phi(v) \chi(v) - 2p \phi'(v))^2}{4p(p-1) \phi(v)} |\nabla v|^2.$$ 

Thus a combination of (14.2.6), (14.2.7) and (14.2.8) yields that

$$\frac{d}{dt} \int_\Omega u^p \phi(v) \leq \int_\Omega u^p F_\phi(v) |\nabla v|^2 + \mu p \int_\Omega u^p \phi(v)(1 - u) + \int_\Omega u^p \phi'(v)(-v + u),$$

where

$$F_\phi(s) := -\phi''(s) + \frac{p(p-1)}{4} \chi(s)^2 \phi(s) + \frac{p \phi'(s)^2}{(p-1) \phi(s)} (s \geq 0).$$

Noting that

$$\phi'(s) = g'(s) \phi(s) \quad (s \geq 0)$$
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and
\[ \varphi''(s) = g''(s)\varphi(s) + g'(s)^2\varphi(s) \quad (s \geq 0), \]
we can rewrite the function \( F_\varphi(s) \) as
\[ F_\varphi(s) = \left( -g''(s) + \frac{p(p-1)}{4}\varphi(s) \right) \varphi(s) \quad (s \geq 0). \]

Recalling by (14.2.2) that
\[ g'(s) = \frac{-r}{(a+s)^k} \quad (s \geq 0) \]
and
\[ g''(s) = \frac{rk}{(a+s)^{k+1}} \quad (s \geq 0), \]
we obtain from (14.1.4) that
\[ F_\varphi(s) \leq H_r(s)\varphi(s) \quad \text{for all } s \geq 0, \]
where \( H_r \) is defined as (14.2.5). Therefore we see from (14.2.9) together with (14.2.10) that
\[ \frac{d}{dt} \int_\Omega u^p \varphi(v) \leq \int_\Omega u^p H_r(v)\varphi(v)|\nabla v|^2 + \mu \int_\Omega u^p \varphi(v)(1-u) - r \int_\Omega u^p \varphi(v)(-v + u) \]
and thus we obtain (14.2.4). \( \square \)

Now we shall confirm the following inequality which enables us to see the \( L^p \)-estimate for \( u \).

**Lemma 14.2.4.** Assume that (14.1.4) and (14.1.5) are satisfied with some \( \lambda > 0 \), \( k > 1 \), \( a > 0 \) and \( K > 0 \). Then there exist \( p > \frac{n}{2} \) and \( r > 0 \) such that
\[ H_r(s) \leq 0 \quad \text{for all } s \geq 0, \]
where \( H_r \) is defined as (14.2.5), which implies that
\[ \frac{d}{dt} \int_\Omega u^p \varphi(v) \leq c \int_\Omega u^p \varphi(v) - \mu \int_\Omega u^{p+1} \varphi(v) \]
holds.
Proof. We take \( p \geq 1, r > 0 \) which will be fixed later. Due to the definition of \( H_r \) we write as

\[
H_r(s) = a_1(s)r^2 + a_2(s)r + a_3(s),
\]

where

\[
a_1(s) := \frac{1}{(p - 1)(a + s)^{2k}},
\]

and

\[
a_2(s) := -\frac{k}{(a + s)^{k+1}},
\]

as well as

\[
a_3(s) := \frac{p(p - 1)K^2}{4(a + s)^{2k}}.
\]

Then the same argument as in the proof of Lemma 13.4.1 with \( \varepsilon = 0 \) enables us to find some \( p > \frac{n}{2} \) such that

\[
H_r(s) = a_1(s)r^2 + a_2(s)r + a_3(s) \leq 0
\]

holds for all \( s \geq 0 \) with

\[
r := \frac{(p - 1)K\sqrt{p}}{2} > 0,
\]

which means that (14.2.11) holds. Moreover, from a combination of Lemma 14.2.3 and (14.2.11) we obtain that

\[
\frac{d}{dt} \int_{\Omega} u^p \varphi(v) \leq \int_{\Omega} u^p H_r(v)\varphi(v) |\nabla v|^2 + c \int_{\Omega} u^p \varphi(v) - \mu p \int_{\Omega} u^{p+1} \varphi(v),
\]

\[
\leq c \int_{\Omega} u^p \varphi(v) - \mu p \int_{\Omega} u^{p+1} \varphi(v),
\]

which completes the proof. \( \square \)

Now we are ready to show the \( L^p \)-estimate for \( u \). By using an argument similar to that in the proof of Lemma 3.3.2 we can verify the following lemma.

**Lemma 14.2.5.** Assume that (14.1.4) and (14.1.5) are satisfied with some \( \lambda > 0, k > 1, a > 0 \) and \( K > 0 \). Then there exist \( p > \frac{n}{2} \) and \( C > 0 \) such that

\[
\|u(\cdot, t)\|_{L^p(\Omega)} \leq C
\]

for all \( t \in (0, T_{\text{max}}) \).
Proof. From Lemma 14.2.4 we obtain (14.2.12) with some $p > \frac{n}{2}$ and $r > 0$. We shall show the $L^p$-estimate for $u$ by using (14.2.12). We first note from the definition of $\varphi$ (see (14.2.2)–(14.2.3)) that

$$C_\varphi \leq \varphi(s) \leq 1 \quad (s \geq 0).$$

Noticing from the Hölder inequality and (14.2.13) that

$$\int_\Omega u^p \varphi(v) \leq \left( \int_\Omega \varphi(v) \right)^{\frac{1}{p+1}} \left( \int_\Omega u^{p+1} \varphi(v) \right)^{\frac{p}{p+1}} \leq |\Omega|^{\frac{1}{p+1}} \left( \int_\Omega u^{p+1} \varphi(v) \right)^{\frac{p}{p+1}},$$

we infer from (14.2.12) that

$$\frac{d}{dt} \int_\Omega u^p \varphi(v) \leq c \int_\Omega u^p \varphi(v) - \mu p |\Omega|^{-\frac{1}{p+1}} \left( \int_\Omega u^p \varphi(v) \right)^{\frac{p+1}{p}},$$

which implies that there exists $C > 0$ satisfying

$$\int_\Omega u^p \varphi(v) \leq C.$$

Therefore we obtain from (14.2.13) that

$$\int_\Omega u^p \leq CC_\varphi^{-1},$$

which entails this lemma.

Proof of Theorem 14.1.1. Lemmas 14.2.2 and 14.2.5 directly lead to the conclusion of Theorem 14.1.1.
Chapter 15

The fast signal diffusion limit in a chemotaxis system with strong signal sensitivity

15.1. Motivation and results

Partial differential equation is one of topics of mathematical analysis, and many mathematicians study variations of partial differential equations intensively. Here there are several types of partial differential equations, e.g., parabolic partial differential equation and elliptic partial differential equation, and these often describe many phenomena which appear in natural science, especially, physics, chemistry and biology. Therefore partial differential equations frequently play an important role in analysis of some phenomenon, moreover, in some case elliptic partial differential equations help analysis of parabolic partial differential equations, e.g., analysis of steady states or simplified equations of parabolic partial differential equations. Here we focus on biological phenomena, especially chemotaxis which is one of important properties and is related to e.g., the movement of sperm, the migration of neurons or lymphocytes and the tumor invasion. Chemotaxis is the property such that species move towards higher concentration of a chemical substance when they plunge into hunger. One of examples of species which have chemotaxis is Dictyostelium discoideum. Keller–Segel [89] studied the aggregation of Dictyostelium discoideum due to an attractive chemical substance, and proposed the following system of partial differential equations

\[ u_t = \Delta u - \chi \nabla \cdot (u \nabla v), \quad \lambda v_t = \Delta v - v + u \]

in \( \Omega \times (0, \infty) \), where \( \Omega \subset \mathbb{R}^n \) is a bounded domain, \( \chi > 0, \lambda = 0 \) (parabolic-elliptic system) or \( \lambda > 0 \) (parabolic-parabolic system). The above system is called as Keller–Segel system or chemotaxis system. In this problem the parabolic-elliptic system was first investigated, and then the result for the parabolic-elliptic system provided us some conjecture of results for the parabolic-parabolic system and the interaction between the parabolic-elliptic system and the parabolic-parabolic system made progress on researches of the Keller–Segel system. In the two-dimensional parabolic-elliptic case Nagai [140] showed a condition for existence of global bounded solutions or blow-up solutions in the
radially symmetric situation, which tells us that the size of initial data will determine whether classical solutions of the above system exist globally or not. After the above pioneering work, the Keller–Segel system was studied intensively; conditions for global existence or blow-up in the parabolic-elliptic system were studied in \cite{141,144} and in the parabolic-parabolic system were investigated in \cite{10,25,60,69,76,144,194}; blow-up asymptotics of solutions for the parabolic-elliptic system is in \cite{158,160} and for the parabolic-parabolic system is in \cite{69,126,143}. More related works can be found in \cite{4,115,164,177,178,195} and Chapters 5, 6, 7; a chemotaxis system with logistic term in the parabolic-elliptic case is in \cite{177} and in the parabolic-parabolic case is in \cite{195}; global existence and stabilization in a two-species chemotaxis-competition system were shown in the parabolic-parabolic-elliptic case (\cite{164,178} and Chapters 5, 6) and in the parabolic-parabolic-parabolic case (\cite{4,115} and Chapter 7).

Moreover, the chemotaxis system with signal-dependent sensitivity
\[
\begin{align*}
  u_t &= \Delta u - \nabla \cdot (u\chi(v)\nabla v), \\
  \lambda v_t &= \Delta v - v + u
\end{align*}
\]
in $\Omega \times (0, \infty)$, where $\Omega \subset \mathbb{R}^n$ ($n \in \mathbb{N}$) is a bounded domain, $\lambda \geq 0$ is a constant and $\chi$ is a nonnegative function generalizing
\[
\chi(v) = \frac{\chi_0}{v} \quad \text{and} \quad \chi(v) = \frac{\chi_0}{(1 + v)^k} \quad (\chi_0 > 0, \ k > 1),
\]
was also studied in the parabolic-elliptic case firstly, and then researches of the above system were developed by the interaction between the parabolic-elliptic system and the parabolic-parabolic system. In the parabolic-elliptic system with $\chi(v) = \frac{\chi_0}{v}$ ($\chi_0 > 0$) Nagai-Senba \cite{142} showed that if $n = 2$, or $n \geq 3$ and $\chi_0 < \frac{2}{n-2}$ then a radial solution is global and bounded, and if $n \geq 3$ and $\chi_0 > \frac{2n}{n-2}$ then there exists some initial data such that a radial solution blows up in finite time. In the nonradial case Biler \cite{11} obtained global existence of solutions to the parabolic-elliptic system with $\chi(v) = \frac{\chi_0}{v}$ ($\chi_0 > 0$) under the conditions that $n = 2$ and $\chi_0 \leq 1$, or $n \geq 3$ and $\chi_0 < \frac{2}{n}$. Thanks to these results, we can expect that conditions for global existence in the above system were determined by a dimension of a domain and a smallness of $\chi$ in some sense. Indeed, global existence and boundedness of solutions to the parabolic-elliptic system with $\chi(v) = \frac{\chi_0}{v}$ ($\chi_0 > 0, \ k \geq 1$) were derived under some smallness conditions for $\chi_0$ (\cite{57}). Moreover, Fujie–Senba \cite{53} established global existence and boundedness in the two-dimensional parabolic-elliptic system with more general sensitivity function. On the other hand, also in the parabolic-parabolic case, it was shown that some smallness condition for $\chi$ implies global existence and boundedness; in the case that $\chi(v) = \frac{\chi_0}{v}$ ($\chi_0 > 0$) Winkler \cite{196} obtained global existence of classical solutions under the condition that $\chi_0 < \sqrt{\frac{2}{n}}$ and Fujie \cite{50} established boundedness of these solutions; in the case that $\chi(v) \leq \frac{\chi_0}{(a + v)^k}$ ($\chi_0 > 0, \ a \geq 0, \ k > 1$) some smallness condition for $\chi_0$ leads to global existence and boundedness (Chapter 3); recently, Fujie–Senba \cite{54} showed global existence and boundedness of radially symmetric solutions to the parabolic-parabolic system with more general sensitivity function and small $\lambda$ in a two-dimensional ball.

In summary, in the setting that $\Omega$ is a bounded domain, parabolic-elliptic chemotaxis systems often provided us some guide to how we could deal with parabolic-parabolic
chemotaxis systems; however, the relation between the both systems has not been studied. Namely, in the setting that $\Omega$ is a bounded domain, it still remains to analyze on the following question:

\[ \text{Does a solution of the parabolic-parabolic system converge to that of the parabolic-elliptic problem as } \lambda \searrow 0? \]

If we can obtain some positive answer to this question, then we can see that solutions of both systems have some similar properties; thus an answer will enable us to establish approaches to obtain properties for solutions of the chemotaxis systems. Here, in the setting that $\Omega$ is the whole space $\mathbb{R}^n$, there are some positive answers to this question in 2-dimensional case ([157]) and $n$-dimensional case ([109]). Therefore we can expect a positive answer to this question also in the setting that $\Omega$ is a bounded domain. In order to obtain an answer to this question we first deal with the chemotaxis system with strong signal sensitivity, because we have already provided all tools to establish the $L^1(\Omega \times [0,\infty))$-estimate for solutions via a priori estimate in Chapter 13 (This is likely to enable us to see a uniform-in-$\lambda$ estimate). The purpose of this work is to obtain some positive answer to this question in the chemotaxis system with strong signal sensitivity.

In this chapter we consider convergence of a solution for the parabolic-parabolic chemotaxis system with signal-dependent sensitivity

\[
\begin{align*}
(u_\lambda)_t &= \Delta u_\lambda - \nabla \cdot (u_\lambda \chi(v_\lambda) \nabla v_\lambda), & x &\in \Omega, \ t > 0, \\
\lambda(v_\lambda)_t &= \Delta v_\lambda - v_\lambda + u_\lambda, & x &\in \Omega, \ t > 0, \\
\nabla u_\lambda \cdot \nu &= \nabla v_\lambda \cdot \nu = 0, & x &\in \partial \Omega, \ t > 0, \\
u_\lambda(x,0) &= u_{\text{init}}(x), \ v_\lambda(x,0) = v_{\text{init}}(x), & x &\in \Omega
\end{align*}
\]

to that of the parabolic-elliptic chemotaxis system

\[
\begin{align*}
u_t &= \Delta u - \nabla \cdot (u \chi(v) \nabla v), & x &\in \Omega, \ t > 0, \\
0 &= \Delta v - v + u, & x &\in \Omega, \ t > 0, \\
\nabla u \cdot \nu &= \nabla v \cdot \nu = 0, & x &\in \partial \Omega, \ t > 0, \\
u(x,0) &= u_{\text{init}}(x), & x &\in \Omega,
\end{align*}
\]

where $\Omega$ is a bounded domain in $\mathbb{R}^n$ ($n \geq 2$) with smooth boundary $\partial \Omega$ and $\nu$ is the outward normal vector to $\partial \Omega$; $\lambda > 0$ is a constant; the initial functions $u_{\text{init}}, v_{\text{init}}$ are assumed to be nonnegative functions; the sensitivity function $\chi$ is assumed to be generalization of the regular function:

\[ \chi(s) = \frac{\chi_0}{(1+s)^k} \quad (s > 0), \]

where $\chi_0 > 0$ and $k > 1$ are constants. The unknown functions $u_\lambda(x,t)$ and $u(x,t)$ represent the population density of the species and $v_\lambda(x,t)$ and $v(x,t)$ show the concentration of the chemical substance at place $x$ and time $t$.

Now the main results read as follows. We suppose that the sensitivity function $\chi$ satisfies that

\[
\chi \in C^{1+\theta}(0,\infty) \quad \text{and} \quad 0 \leq \chi(s) \leq \frac{\chi_0}{(a+s)^k} \quad (s > 0)
\]
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with some $\vartheta \in (0, 1)$, $\alpha \geq 0$, $k > 1$ and $\chi_0 > 0$. The first theorem is concerned with global existence and boundedness in (15.1.1) under a condition depending on $\lambda$.

**Theorem 15.1.1.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ ($n \geq 2$) with smooth boundary, and let $\lambda > 0$. Assume that $\chi$ satisfies (15.1.3) with some $\vartheta \in (0, 1)$, $\alpha \geq 0$, $k > 1$ and $\chi_0 > 0$ satisfying

\begin{equation}
\chi_0 < \frac{4k(a + \eta)^{k-1}}{(1 - \lambda)^{n+1} + \sqrt{n(n\lambda^2 - 2n\lambda + n + 8\lambda)}},
\end{equation}

where

$$
\eta := \sup_{\tau > 0} \left( \min \left\{ \frac{e^{-2\tau}}{\min_{x \in \Omega} \|\nu_{\text{init}}\|_{L^1(\Omega)}(1 - e^{-\tau})} \right\} \right)
$$

and a constant $c_0 > 0$ is a lower bound for the fundamental solution of $w_t = \Delta w - w$ with Neumann boundary condition. Then for all $u_{\text{init}}, v_{\text{init}}$ satisfying

\begin{equation}
0 \leq u_{\text{init}} \in C(\overline{\Omega}) \setminus \{0\}, \quad \begin{cases} 
0 < v_{\text{init}} \in W^{1,q}(\Omega) \ (\exists q > n) \ (a = 0), \\
0 \leq v_{\text{init}} \in W^{1,q}(\Omega) \setminus \{0\} \ (\exists q > n) \ (a \neq 0),
\end{cases}
\end{equation}

the problem (15.1.1) possesses a unique global solution

$$
u_{\lambda}, v_{\lambda} \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty))
$$

satisfying that there exists $C > 0$ such that

$$
\|u_{\lambda}(\cdot, t)\|_{L^\infty(\Omega)} + \|v_{\lambda}(\cdot, t)\|_{W^{1,q}(\Omega)} \leq C
$$

for all $t > 0$.

The next corollary gives existence of global solutions satisfying a uniform-in-$\lambda$ estimate under a condition independent of $\lambda$.

**Corollary 15.1.2.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ ($n \geq 2$) with smooth boundary, and assume that $\chi$ satisfies (15.1.3) with some $\vartheta \in (0, 1)$, $\alpha \geq 0$, $k > 1$ and $\chi_0 > 0$ satisfying

\begin{equation}
\chi_0 < \frac{2k(a + \eta)^{k-1}}{n}.
\end{equation}

Then for all $u_{\text{init}}, v_{\text{init}}$ satisfying (15.1.5), there exists $\lambda_0 \in (0, 1)$ such that for all $\lambda \in (0, \lambda_0)$ the problem (15.1.1) possesses a unique global classical solution $(u_{\lambda}, v_{\lambda})$ satisfying that there exists $C > 0$ independent of $\lambda \in (0, \lambda_0)$ such that

\begin{equation}
\|u_{\lambda}(\cdot, t)\|_{L^\infty(\Omega)} + \|v_{\lambda}(\cdot, t)\|_{W^{1,q}(\Omega)} \leq C
\end{equation}

for all $t > 0$ and any $\lambda \in (0, \lambda_0)$.

Then the uniform-in-$\lambda$ estimate for the solution obtained in Corollary 15.1.2 leads to the following result.
Theorem 15.1.3. Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ ($n \geq 2$) with smooth boundary, and assume that $\chi$ satisfies (15.1.3) and (15.1.6). Then for all $u_{\text{init}}, v_{\text{init}}$ satisfying (15.1.5), there exist unique functions

$$u \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)) \text{ and } v \in C^{2,0}(\overline{\Omega} \times (0, \infty)) \cap L^\infty([0, \infty); W^{1,2}(\Omega))$$

such that the solution $(u_\lambda, v_\lambda)$ of (15.1.1) satisfies

$$u_\lambda \to u \text{ in } C_{\text{loc}}(\overline{\Omega} \times [0, \infty)), \quad v_\lambda \to v \text{ in } C_{\text{loc}}(\overline{\Omega} \times (0, \infty)) \cap L^\infty_{\text{loc}}((0, \infty); W^{1,2}(\Omega))$$

as $\lambda \searrow 0$. Moreover, the pair of the functions $(u, v)$ solves (15.1.2) classically.

Difficulties are caused by the facts that $v_\lambda$ satisfies a parabolic equation and $v$ satisfies an elliptic equation. Thus we cannot use methods only for parabolic equations and only for elliptic equations when we would like to obtain some error estimate for solutions of (15.1.1) and those of (15.1.2), and it seems to be difficult to combine these methods. Therefore we rely on a compactness method some uniform-in-$\lambda$ estimate for the solution is required. The strategy of seeing an estimate independent of $\lambda$ is to modify the methods in Chapter 13. One of keys for this strategy is to derive the differential inequality

$$\frac{d}{dt} \int_\Omega u_\lambda^b \varphi(v_\lambda) \leq -c_1 \left( \int_\Omega u_\lambda^b \varphi(v_\lambda) \right) + c_2 \int_\Omega u_\lambda^3 \varphi(v_\lambda) + c_3,$$

where $\varphi$ is some function, and $b > 1$ and $c_1, c_2, c_3 > 0$ are some constants. This together with a smoothing property of $(e^{r\Delta})_{r \geq 0}$ enables us to establish the desired estimate. Then we can see convergence of the solutions $(u_\lambda, v_\lambda)$ as $\lambda \searrow 0$ by using the uniform-in-$\lambda$ estimate and the Arzelà–Ascoli theorem.

This chapter is organized as follows. In Section 15.2 we collect basic facts which will be used later. In Section 15.3 we prove global existence and boundedness in (15.1.1) for all $\lambda > 0$, and establish a uniform-in-$\lambda$ estimate (Theorem 15.1.1 and Corollary 15.1.2). Section 15.4 is devoted to the proof of Theorem 15.1.3 according to arguments in [188]; we show convergence of the solution $(u_\lambda, v_\lambda)$ for (15.1.1) as $\lambda \searrow 0$ by using the uniform-in-$\lambda$ estimate established in Corollary 15.1.2.

15.2. Local existence and basic estimates

In this section we collect results which will be used later. We first introduce the uniform-in-time lower estimate for $v_\lambda$ which is independent of $\lambda > 0$.

Lemma 15.2.1. Let $\lambda > 0$ and let $u \in C(\overline{\Omega} \times [0, T))$ be a nonnegative function such that, with some $m > 0$, $\int_\Omega u(\cdot, t) = m$ for every $t \in [0, T)$. If $v_{\text{init}} \in C(\overline{\Omega})$ is a nonnegative function in $\overline{\Omega}$ and $v_\lambda \in C^{2,1}(\overline{\Omega} \times (0, T)) \cap C(\overline{\Omega} \times [0, T))$ is a classical solution of

$$\begin{cases}
\lambda(v_\lambda)_t = \Delta v_\lambda - v_\lambda + u, & x \in \Omega, \ t \in (0, T), \\
\nabla v_\lambda \cdot \nu = 0, & x \in \partial \Omega, \ t \in (0, T), \\
v_\lambda(x, 0) = v_{\text{init}}(x), & x \in \Omega,
\end{cases}$$

189
then
\[
\inf_{x \in \Omega} v_\lambda(x, t) \geq \tilde{\eta}
\]
holds for all \( t \in (0, T) \), where
\[
(15.2.1) \quad \tilde{\eta} := \sup_{\tau > 0} \left( \min_{x \in \Omega} \left\{ e^{-2\tau} \min_{x \in \Omega} v_{\text{init}}(x), \ c_0 m(1 - e^{-\tau}) \right\} \right).
\]

Proof. For a function \( f : \Omega \times [0, T) \rightarrow \mathbb{R} \) putting \( \tilde{f}(x, t) := f(x, \lambda t) \) for \((x, t) \in \Omega \times (0, \frac{T}{\lambda})\), we see that \( \tilde{v}_\lambda \) satisfies
\[
\begin{aligned}
(\tilde{v}_\lambda)_t &= \Delta \tilde{v}_\lambda - \tilde{v}_\lambda + \tilde{u}, \quad x \in \Omega, \ t \in (0, \frac{T}{\lambda}), \\
\nabla \tilde{v}_\lambda \cdot \nu &= 0, \quad x \in \partial \Omega, \ t \in (0, \frac{T}{\lambda}), \\
\tilde{v}_\lambda(x, 0) &= v_{\text{init}}(x), \quad x \in \Omega.
\end{aligned}
\]
Thus since the mass conservation yields that \( \int_\Omega \tilde{u}(\cdot, \lambda t) = m \) for all \( t \in (0, \frac{T}{\lambda}) \) and any \( \lambda > 0 \), we infer from [50, 51] (see also Lemma 13.2.1) that \( \tilde{\eta} \) defined as (15.2.1) satisfies
\[
\inf_{x \in \Omega} \tilde{v}_\lambda(x, t) \geq \tilde{\eta}
\]
for all \( t \in (0, \frac{T}{\lambda}) \), which implies this lemma. \( \square \)

We next recall the result which is concerned with local existence of solutions (see e.g., [193, Lemma 2.1]).

Lemma 15.2.2. Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \) \((n \geq 2)\) with smooth boundary, and assume that (15.1.3) and (15.1.5) are satisfied. Then for all \( \lambda > 0 \) there exists \( T_{\text{max}, \lambda} \in (0, \infty] \) such that the problem (15.1.1) possesses a unique solution \((u_\lambda, v_\lambda)\) fulfilling
\[
\begin{aligned}
u_\lambda, v_\lambda \in C(\overline{\Omega} \times [0, T_{\text{max}, \lambda}]), \quad C^{2,1}(\overline{\Omega} \times (0, T_{\text{max}, \lambda})), \\
u_\lambda(x, t) &\geq 0 \quad \text{for all } x \in \Omega \text{ and all } t > 0, \\
\int_\Omega \nu_\lambda(x, t) &= \int_\Omega v_{\text{init}} \quad \text{and} \quad \inf_{x \in \Omega} v_\lambda(x, t) \geq \eta \quad \text{for all } t \in (0, T_{\text{max}, \lambda}) \text{ and } \lambda > 0.
\end{aligned}
\]
Moreover, either \( T_{\text{max}, \lambda} = \infty \) or
\[
\limsup_{t \to T_{\text{max}, \lambda}} (\|\nu_\lambda(\cdot, t)\|_{L^\infty(\Omega)} + \|v_\lambda(\cdot, t)\|_{W^{1, q}(\Omega)}) = \infty.
\]

Then we shall provide the following two lemmas which hold keys to derive important estimates for the proofs of main results.

Lemma 15.2.3. Let \( 1 \leq \theta, \mu \leq \infty \). Then we have the following properties.

(i) If \( \frac{\mu}{2} \left( \frac{1}{\theta} - \frac{1}{\mu} \right) < 1 \), then there exists \( C = C(\theta, \mu) > 0 \) such that
\[
(15.2.2) \quad \|v_\lambda(\cdot, t)\|_{L^\mu(\Omega)} \leq C \left( 1 + \sup_{s \in (0, T_{\text{max}, \lambda})} \|u_\lambda(\cdot, s)\|_{L^\theta(\Omega)} \right)
\]
for all \( t \in (0, T_{\text{max}, \lambda}) \) and any \( \lambda > 0 \).
(ii) If \( \frac{1}{2} + \frac{n}{2} \left( \frac{1}{\theta} - \frac{1}{\mu} \right) < 1 \), then there exists \( C = C(\theta, \mu) > 0 \) such that

\[
\| \nabla v_\lambda(\cdot, t) \|_{L^p(\Omega)} \leq C \left( 1 + \sup_{s \in (0, T_{\text{max}, \lambda})} \| u_\lambda(\cdot, s) \|_{L^p(\Omega)} \right)
\]

for all \( t \in (0, T_{\text{max}, \lambda}) \) and any \( \lambda > 0 \).

**Proof.** In the case that \( \frac{n}{2} (\frac{1}{\theta} - \frac{1}{\mu}) < 1 \) by using the transformation \( \tilde{v}_\lambda(x, t) := v_\lambda(x, \lambda t) \) for \( (x, t) \in \Omega \times (0, T_{\text{max}, \lambda}) \) and a straightforward application of well-known smoothing estimates for the heat semigroup under homogeneous Neumann boundary conditions (see Lemma 2.2.2) we have that

\[
\| \tilde{v}_\lambda(\cdot, t) \|_{L^p(\Omega)} \leq C_1 \left( 1 + \sup_{s \in (0, T_{\text{max}, \lambda})} \| u_\lambda(\cdot, \lambda s) \|_{L^p(\Omega)} \right)
\]

for all \( t \in (0, T_{\text{max}, \lambda}) \) and any \( \lambda > 0 \) with some \( C_1 = C_1(\theta, \mu) > 0 \), which implies that (15.2.2) holds. Similarly, in the case that \( \frac{1}{2} + \frac{n}{2} (\frac{1}{\theta} - \frac{1}{\mu}) < 1 \) the same transformation and Lemma 2.2.2 derive (15.2.3) with some \( C_2 = C_2(\theta, \mu) > 0 \) independent of \( \lambda > 0 \).

---

**Lemma 15.2.4.** Let \( \lambda > 0 \). If there exist \( p > \frac{n}{2} \) and \( M > 0 \) such that

\[
\| u_\lambda(\cdot, t) \|_{L^p(\Omega)} \leq M \quad \text{for all } t \in (0, T_{\text{max}, \lambda}),
\]

then there exists \( C = C(p, M) > 0 \) such that

\[
\| u_\lambda(\cdot, t) \|_{L^\infty(\Omega)} \leq C \quad \text{for all } t \in (0, T_{\text{max}, \lambda}).
\]

Moreover, if \( p \) and \( M \) are independent of \( \lambda \in (0, \lambda_0) \) with some \( \lambda_0 \in (0, 1) \), then \( C \) is also independent of \( \lambda \in (0, \lambda_0) \).

**Proof.** Thanks to assumption, there exist \( p > \frac{n}{2} \) and \( C_1 > 0 \) such that

\[
u(\cdot, t) \|_{L^p(\Omega)} \leq C_1 \quad \text{for all } t \in (0, T_{\text{max}, \lambda}).
\]

Then we can find \( r = r(p) \geq 1 \) and \( \mu = \mu(p) \geq 1 \) such that

\[
n < r < \mu < \frac{np}{(n-p)^+},
\]

because \( p > \frac{n}{2} \). Therefore Lemma 15.2.3 and (15.2.4) enable us to obtain that

\[
\| \nabla v_\lambda(\cdot, t) \|_{L^p(\Omega)} \leq C_2 \quad \text{for all } t \in (0, T_{\text{max}, \lambda})
\]

with some \( C_2 = C_2(p, C_1) > 0 \). Now we put

\[
A(T') = \sup_{t \in (0, T')} \| u_\lambda(\cdot, t) \|_{L^\infty(\Omega)} < \infty
\]
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for $T' \in (0, T_{\text{max}, \lambda})$ and will show that $A(T') \leq C$ for all $T' \in (0, T_{\text{max}, \lambda})$ with some $C > 0$. In order to obtain the estimate for $A(T')$ we set $t_0 := (t - 1)_+$ for $t \in (0, T')$ and represent $u_\lambda$ according to

\begin{equation}
(15.2.5) \quad u_\lambda(\cdot, t) = e^{(t-t_0)\Delta}u_\lambda(\cdot, t_0) - \int_{t_0}^{t} e^{(t-s)\Delta} \nabla \cdot (u_\lambda(\cdot, s)\chi(v_\lambda(\cdot, s))) \nabla v_\lambda(\cdot, s) \, ds
= I_1(\cdot, t) + I_2(\cdot, t).
\end{equation}

In the case that $t \leq 1$ the order preserving property of the Neumann heat semigroup implies that

\begin{equation}
(15.2.6) \quad \|I_1(\cdot, t)\|_{L^\infty(\Omega)} \leq \|u_{\text{init}}\|_{L^\infty(\Omega)} \quad \text{for all } t \in (0, T').
\end{equation}

In the case that $t > 1$ by the $L^p$-$L^q$ estimates for $(e^{r\Delta})_{r \geq 0}$ (see Lemma 2.2.2) and (15.2.4) we can see that there exists $C_3 = C_3(p) > 0$ such that

\begin{equation}
(15.2.7) \quad \|I_1(\cdot, t)\|_{L^\infty(\Omega)} \leq C_3\|u_\lambda(\cdot, t_0)\|_{L^p(\Omega)} \leq C_3 C_1 \quad \text{for all } t \in (0, T').
\end{equation}

On the other hand, noting that

\[ \|u_\lambda(\cdot, t)\nabla v_\lambda(\cdot, t)\|_{L^p(\Omega)} \leq \|u_\lambda(\cdot, t)\|_{L^{n}(\Omega)} \|\nabla v_\lambda(\cdot, t)\|_{L^q(\Omega)} \leq A(T')^{1-\frac{n-r}{r\sigma}} \|u_{\text{init}}\|_{L^p(\Omega)} C_2 \]

holds for all $t \in (0, T')$, we obtain from a known smoothing property of $(e^{r\Delta})_{r \geq 0}$ (see [52, Lemma 3.3]) that

\[ \|I_2(\cdot, t)\|_{L^\infty(\Omega)} \leq \frac{\chi_0}{(a + \eta)^k} \int_{t_0}^{t} (t - s)^{-\frac{1}{2} - \frac{n}{r\sigma}} \|u_\lambda(\cdot, s)\nabla v_\lambda(\cdot, s)\|_{L^p(\Omega)} \, ds \]

\[ \leq \frac{\chi_0 A(T')^{1-\frac{n-r}{r\sigma}} \|u_{\text{init}}\|_{L^p(\Omega)} C_2}{(a + \eta)^k} \int_{0}^{1} \sigma^{-\frac{1}{2} - \frac{n}{r\sigma}} \, d\sigma \]

for all $t \in (0, T')$. Since $\int_{0}^{1} \sigma^{-\frac{1}{2} - \frac{n}{r\sigma}} \, d\sigma$ is finite from $\frac{n}{2r} < \frac{1}{2}$, there exists $C_4 = C_4(p, C_1) > 0$ such that

\begin{equation}
(15.2.8) \quad \|I_2(\cdot, t)\|_{L^\infty(\Omega)} \leq C_4 A(T')^{1-\frac{n-r}{r\sigma}} \quad \text{for all } t \in (0, T').
\end{equation}

Therefore a combination of (15.2.6) and (15.2.7), along with (15.2.8) derives that

\[ \|u_\lambda(\cdot, t)\|_{L^\infty(\Omega)} \leq \|I_1(\cdot, t)\|_{L^\infty(\Omega)} + \|I_2(\cdot, t)\|_{L^\infty(\Omega)} \leq C_5 + C_4 A(T')^{1-\frac{n-r}{r\sigma}} \]

holds for all $t \in (0, T')$ with some $C_5 = C_5(p, C_1) > 0$, which together with $\frac{n-r}{r\sigma} < 1$ implies that there exists $C_6 = C_6(p, C_1) > 0$ such that

\[ A(T') = \sup_{t \in (0, T')} \|u(\cdot, t)\|_{L^\infty(\Omega)} \leq C_6 \quad \text{for all } T' \in (0, T_{\text{max}, \lambda}). \]

Therefore we can attain the $L^\infty$-estimate for $u_\lambda$. Moreover, in the case that $p$ and $C_1$ are independent of $\lambda \in (0, \lambda_0)$ with some $\lambda_0 \in (0, 1)$, aided by Lemma 15.2.3, we can see that the constants appearing in this proof are independent of $\lambda \in (0, \lambda_0)$. \qed
15.3. Global existence

In this section we will show global existence and boundedness in (15.1.1) (Theorem 15.1.1) and the uniform-in-\(\lambda\) estimate for the solution (Corollary 15.1.2). Thanks to Lemma 15.2.4, our aim is to derive the \(L^p\)-estimate for \(u_\lambda\) with \(p > \frac{n}{2}\). We first prove the following lemma which plays an important role in the proofs of the main results.

**Lemma 15.3.1.** For all \(\varepsilon \in (0, \frac{1}{2})\), \(p > 1\) and \(\lambda \geq 0\),

\[
p\lambda^2 + p - 2p\lambda + 4\varepsilon p\lambda + 4\lambda - 4\varepsilon \lambda > 0
\]

holds.

**Proof.** Let \(\varepsilon \in (0, \frac{1}{2})\). We shall see that the discriminant of \(f_\varepsilon(\lambda) := p\lambda^2 + (-2p + 4\varepsilon p + 4 - 4\varepsilon)\lambda + p\) is negative:

\[
D_\lambda := 4(-1 - (2\varepsilon - 1)^2)p^2 - 4(1 - \varepsilon)(1 - 2\varepsilon)p + 4(1 - \varepsilon)^2 < 0
\]

for all \(p > 1\). Now we put \(g(p) := -(1 - (2\varepsilon - 1)^2)p^2 - 4(1 - \varepsilon)(1 - 2\varepsilon)p + 4(1 - \varepsilon)^2\). Then since

\[
g'(p) = -2(1 - (2\varepsilon - 1)^2)p - 4(1 - \varepsilon)(1 - 2\varepsilon) < 0
\]

from \(\varepsilon \in (0, \frac{1}{2})\) and \(g(1) = 0\) hold, we have \(g(p) < 0\) for all \(p > 1\), which means that (15.3.1) holds. Therefore we obtain

\[
f_\varepsilon(\lambda) > 0 \quad \text{for all } \lambda \geq 0 \text{ and all } p > 1,
\]

which entails this lemma. \(\square\)

In order to establish the \(L^p\)-estimate for \(u_\lambda\) with \(p > \frac{n}{2}\) we put

\[
\varphi_r(s) := \exp \left\{ -r \int_{\eta}^{s} \frac{1}{(a + \sigma)^k} \, d\sigma \right\} \quad \text{for } s \geq \eta
\]

with some \(r > 0\) and will show the following two lemmas which derive a differential inequality for \(\int_{\Omega} u_\lambda^p \varphi_r(v_\lambda)\).

**Lemma 15.3.2.** Assume that (15.1.3) is satisfied with some \(\theta \in (0, 1)\), \(a \geq 0\), \(k > 1\) and \(\chi_0 > 0\) satisfying

\[
(1 - \lambda + 2\lambda\varepsilon_0) + p + \sqrt{p(\lambda^2 + p - 2p\lambda + 4\varepsilon p\lambda + 4\lambda - 4\varepsilon \lambda)} \chi_0 \leq \frac{k}{\chi}(a + \eta)^k
\]

with some \(\varepsilon_0 \in (0, \frac{1}{2})\) and \(p > 1\). Then

\[
\frac{d}{dt} \int_{\Omega} u_\lambda^p \varphi_r(v_\lambda) \leq -\varepsilon p(p - 1) \int_{\Omega} u_\lambda^{p-2} \varphi_r(v_\lambda) |\nabla u_\lambda|^2 + r \int_{\Omega} u_\lambda^p \varphi_r(v_\lambda) \frac{v_\lambda}{(a + v_\lambda)^k}
\]

holds, where

\[
r := \lambda(p - 1)\chi_0 \sqrt{\frac{p}{p\lambda^2 - 2p\lambda + p + 4p\varepsilon \lambda + 4\lambda - 4\varepsilon \lambda}}.
\]
Proof. In light of integration by parts and the Young inequality, we obtain from straightforward calculations that
\[
\frac{d}{dt} \int_{\Omega} u_{\lambda}^p \varphi_r(v_\lambda) = -p(p-1) \int_{\Omega} u_{\lambda}^{p-2} \varphi_r(v_\lambda) |\nabla u_\lambda|^2 \\
+ \int_{\Omega} u_{\lambda}^{p-1} \left( p(p-1) \chi(v_\lambda) \varphi_r(v_\lambda) - \left( 1 + \frac{1}{\lambda} \right) p \varphi_r''(v_\lambda) \right) \nabla u_\lambda \cdot \nabla v_\lambda \\
+ \int_{\Omega} u_{\lambda}^p \left( p \chi(v_\lambda) \varphi_r'(v_\lambda) - \frac{1}{\lambda} \varphi_r''(v_\lambda) \right) |\nabla v_\lambda|^2 + \frac{1}{\lambda} \int_{\Omega} u_{\lambda}^p \varphi_r'(v_\lambda)(u_\lambda - v_\lambda) \\
\leq -\varepsilon p(p-1) \int_{\Omega} u_{\lambda}^{p-2} |\nabla u_\lambda|^2 + \int_{\Omega} u_{\lambda}^p \varphi_r(v_\lambda) H_{r,\varepsilon}(v_\lambda) |\nabla v_\lambda|^2 \\
+ \frac{r}{\lambda} \int_{\Omega} u_{\lambda}^p \varphi_r(v_\lambda) \frac{v_\lambda}{(a + v_\lambda)^k}
\]
holds for all \( \varepsilon \in (0, \frac{1}{2}) \), where
\[
H_{r,\varepsilon}(s) := \frac{p \lambda^2 - 2p \lambda + p + 4p \varepsilon \lambda + 4 \lambda - 4 \varepsilon \lambda}{4 \lambda^2 (1 - \varepsilon)(p - 1)(a + s)^{2k}} r^2 \\
+ \left( \frac{1 - \lambda + 2 \varepsilon}{2 \lambda (1 - \varepsilon)(a + s)^{2k}} - \frac{k}{\lambda(a + s)^{k+1}} \right) r + \frac{p(p-1) \lambda^2 \chi_0}{4(1 - \varepsilon)(a + s)^{2k}}.
\]
Now since (15.3.2) holds with some \( \varepsilon \in (0, \frac{1}{2}) \) and \( p > 1 \), an argument similar to that in the proof of Lemma 13.4.1 implies that
\[
H_{r,\varepsilon}(s) \leq 0 \quad \text{for all } s \geq \eta
\]
with \( r > 0 \) defined as (15.3.4), which leads to the end of the proof. \( \square \)

**Lemma 15.3.3.** Assume that (15.1.3) and (15.3.2) are satisfied with \( \varepsilon \in (0, \frac{1}{2}) \) and \( p > 1 \).
Then there exist \( b > 1 \) and \( c_1, c_2, c_3 > 0 \) such that
\[
\frac{d}{dt} \int_{\Omega} u_{\lambda}^p \varphi_r(v_\lambda) \leq -c_1 \left( \int_{\Omega} u_{\lambda}^p \varphi_r(v_\lambda) \right)^b + c_2 \int_{\Omega} u_{\lambda}^p \varphi_r(v_\lambda) + c_3.
\]
Moreover, if there are \( \lambda_0 > 0 \), \( p > 1 \) and \( \varepsilon \in (0, \frac{1}{2}) \) such that (15.3.2) holds for all \( \lambda \in (0, \lambda_0) \), then the constants \( b, c_1, c_2, c_3 \) are independent of \( \lambda \in (0, \lambda_0) \).

**Proof.** By virtue of Lemma 15.3.2, we have that (15.3.3) holds with \( r > 0 \) defined as (15.3.4). We first obtain from the boundedness of the function \( s \mapsto \frac{s}{(a+s)^k} \) on \([\eta, \infty)\) \((k > 1)\) that there is a constant \( C_1 > 0 \) satisfying
\[
\int_{\Omega} u_{\lambda}^p \varphi_r(v_\lambda) \frac{v_\lambda}{(a + v_\lambda)^k} \leq C_1 \int_{\Omega} u_{\lambda}^p \varphi_r(v_\lambda).
\]
Then the fact
\[
\exp \left\{ \frac{-r}{(k - 1)(a + \eta)^{k-1}} \right\} \leq \varphi_r(s) \leq 1 \quad \text{for all } s \geq \eta
\]
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and the Gagliardo–Nirenberg inequality
\[ \| u_\lambda^p \|_{L^2(\Omega)} \leq C_2 \left( \| \nabla u_\lambda^p \|_{L^2(\Omega)} + \| u_\lambda^p \|_{L^{\frac{p}{2}}(\Omega)} \right)^\alpha \| u_\lambda^p \|_{L^{\frac{p}{2}}(\Omega)}^{(1-\alpha)} \]

with \( \alpha := \frac{p^n - \frac{n}{2}}{p^n + 1 - \frac{n}{2}} \in (0,1) \) and some constant \( C_2 > 0 \) (see Lemma 2.1.1) imply that there exists \( C_3 > 0 \) such that
\[ (15.3.7) \quad \int_\Omega u_\lambda^p \varphi_r(v_\lambda) \leq C_3 \left( \exp \left( \frac{r}{(k-1)(a + \eta)^{k-1}} \right) \int_\Omega u_\lambda^{p-2} \varphi_r(v_\lambda) |\nabla u_\lambda|^2 + 1 \right)^\alpha. \]

Therefore a combination of (15.3.3), (15.3.5) and (15.3.7) yields
\[ (15.3.8) \quad \frac{d}{dt} \int_\Omega u_\lambda^p \varphi_r(v_\lambda) \leq -\varepsilon p(p-1)C_3^{-\frac{1}{\alpha}} \exp \left( \frac{-r}{(k-1)(a + \eta)^{k-1}} \right) \left( \int_\Omega u_\lambda^p \varphi_r(v_\lambda) \right)^{\frac{1}{\alpha}} + \frac{rC_1}{\lambda} \int_\Omega u_\lambda^p \varphi_r(v_\lambda) + \exp \left( \frac{-r}{(k-1)(a + \eta)^{k-1}} \right). \]

Moreover, if there are \( \lambda_0 > 0, p > 1 \) and \( \varepsilon \in (0, \frac{1}{2}) \) such that (15.3.2) holds for all \( \lambda \in (0, \lambda_0) \), then noting from the definition of \( r \) (see (15.3.4)) and the existence of \( C_4 > 0 \) satisfying \( p\lambda^2 - 2p\lambda + p + 4p\varepsilon\lambda + 4\lambda - 4\varepsilon\lambda \geq C_4 \) for all \( \lambda \in [0, \lambda_0] \) (from Lemma 15.3.1) that
\[ (15.3.9) \quad 1 \leq \exp \left( \frac{r}{(k-1)(a + \eta)^{k-1}} \right) \leq \exp \left( \frac{\lambda_0(p-1)\chi_0}{(k-1)(a + \eta)^{k-1}} \sqrt{\frac{p}{C_4}} \right) =: C_5 \]

and
\[ \frac{rC_1}{\lambda} \leq C_1(p-1)\chi_0 \sqrt{\frac{p}{C_4}} =: C_6, \]

we can see from (15.3.8) that
\[ \frac{d}{dt} \int_\Omega u_\lambda^p \varphi_r(v_\lambda) \leq -\varepsilon p(p-1)C_3^{-\frac{1}{\alpha}}C_5^{-1} \left( \int_\Omega u_\lambda^p \varphi_r(v_\lambda) \right)^{\frac{1}{\alpha}} + C_6 \int_\Omega u_\lambda^p \varphi_r(v_\lambda) + 1. \]

Thus we can show this lemma. \( \square \)

Now we have already provided all tools to establish the \( L^p \)-estimate for \( u_\lambda \) under the condition (15.3.2).

**Lemma 15.3.4.** Assume that (15.1.3) and (15.3.2) are satisfied with some \( \varepsilon \in (0, \frac{1}{2}) \) and \( p > 1 \). Then there exists \( C > 0 \) such that
\[ \| u_\lambda(\cdot,t) \|_{L^p(\Omega)} \leq C \quad \text{for all } t \in (0, T_{\text{max},\lambda}). \]

Moreover, if there are \( \lambda_0 > 0, p > 1 \) and \( \varepsilon \in (0, \frac{1}{2}) \) such that (15.3.2) holds for all \( \lambda \in (0, \lambda_0) \), then \( C \) is independent of \( \lambda \in (0, \lambda_0) \).
Proof. Since (15.3.6) holds, Lemma 15.3.3 and the standard ODE comparison argument lead to the $L^p$-estimate for $u_\lambda$. Moreover, if there are $\lambda_0 > 0$, $p > 1$ and $\varepsilon \in (0, \frac{1}{2})$ such that (15.3.2) holds for all $\lambda \in (0, \lambda_0)$, then a combination of Lemma 15.3.3 and (15.3.6), along with (15.3.9) implies the desired uniform-in-$\lambda$ estimate.

Now we are ready to attain the $L^p$-estimate for $u_\lambda$ under the condition (15.1.4) or (15.1.6). Here we note that (15.1.4) is the case of (15.3.2) with $p = \frac{n}{2}$ and $\varepsilon = 0$, and (15.1.6) is the case of (15.3.2) with $p = \frac{n}{2}$, $\varepsilon = 0$ and $\lambda = 0$.

**Corollary 15.3.5.** Assume that (15.1.3) and (15.1.4) are satisfied. Then there exist $p > \frac{n}{2}$ and $C > 0$ such that

$$\|u_\lambda(\cdot, t)\|_{L^p(\Omega)} \leq C \text{ for all } t \in (0, T_{\text{max}, \lambda}).$$

**Proof.** Invoking to (15.1.4), we obtain from the continuity argument that there are $p > \frac{n}{2}$ and $\varepsilon \in (0, \frac{1}{2})$ such that (15.3.2) holds. Thus Lemma 15.3.4 enables us to see the $L^p$-estimate for $u_\lambda$.

**Corollary 15.3.6.** Assume that (15.1.3) and (15.1.6) are satisfied. Then there exist $\lambda_0 \in (0, 1), p > \frac{n}{2}$ and $C > 0$ such that

$$\|u_\lambda(\cdot, t)\|_{L^p(\Omega)} \leq C \text{ for all } t \in (0, T_{\text{max}, \lambda}) \text{ and any } \lambda \in (0, \lambda_0).$$

**Proof.** In light of (15.1.6), we can find $\lambda_0 \in (0, 1), p > \frac{n}{2}$ and $\varepsilon \in (0, \frac{1}{2})$ such that (15.3.2) holds for all $\lambda \in (0, \lambda_0)$. Therefore from Lemma 15.3.4 we obtain this lemma.

A combination of Lemma 15.2.3 and Corollaries 15.3.5, 15.3.6 implies the following lemma.

**Lemma 15.3.7.** Assume that (15.1.3) and (15.1.4), or (15.1.3) and (15.1.6) are satisfied. Then there exists $C > 0$ such that

$$\|v_\lambda(\cdot, t)\|_{W^{1, p}(\Omega)} \leq C \text{ for all } t \in (0, T_{\text{max}, \lambda}).$$

Moreover, if (15.1.3) and (15.1.6) are satisfied, then $C$ is independent of $\lambda \in (0, \lambda_0)$ with some $\lambda_0 \in (0, 1)$.

**Proof of Theorem 15.1.1.** Lemmas 15.2.4, 15.3.7 and Corollary 15.3.5 derive Theorem 15.1.1.

**Proof of Corollary 15.1.2.** Lemmas 15.2.4, 15.3.7 and Corollary 15.3.6 lead to Corollary 15.1.2.
15.4. Convergence

In this section we will show that solutions of (15.1.1) converge to those of (15.1.2) (Theorem 15.1.3). Here we note that Arguments in this section are based on those in the proof of [188, Theorem 1.1]; thus I shall only show brief proofs. Here we assume that (15.1.3) and (15.1.6) are satisfied. Then thanks to Corollary 15.1.2, there exists $\lambda_0 \in (0, 1)$ such that for all $\lambda \in (0, \lambda_0)$ the problem (15.1.1) possesses a unique global classical solution $(u_{\lambda}, v_{\lambda})$ satisfying the uniform-in-$\lambda$ estimate (15.1.7). We first confirm the following lemma which is a cornerstone of this work.

Lemma 15.4.1. For all sequences of numbers $\{\lambda_n\}_{n \in \mathbb{N}} \subset (0, \lambda_0)$ satisfying $\lambda_n \searrow 0$ as $n \to \infty$ there exist a subsequence $\lambda_{n_j} \searrow 0$ and functions

$$u \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)) \quad \text{and} \quad v \in C^{2,0}(\overline{\Omega} \times (0, \infty)) \cap L^\infty([0, \infty); W^{1,q}(\Omega))$$

such that for all $T > 0$,

$$u_{\lambda_{n_j}} \to u \quad \text{in} \quad C_{\text{loc}}(\overline{\Omega} \times [0, \infty)),
$$

$$v_{\lambda_{n_j}} \to v \quad \text{in} \quad C_{\text{loc}}(\overline{\Omega} \times (0, \infty)) \cap L^2((0, \infty); W^{1,2}(\Omega))$$

as $j \to \infty$. Moreover, $(u, v)$ solves (15.1.2) classically.

Remark 15.4.1. This lemma also implies that if $\chi$ satisfies (15.1.3) and (15.1.6) then global existence and boundedness in (15.1.2) hold.

Proof. From the assumption in this section and the standard parabolic regularity argument [156, Theorem 1.3] we see that there is $\alpha \in (0, 1)$ such that

$$\{u_{\lambda}\}_{\lambda \in (0, \lambda_0)} \text{ is bounded in } C^{\alpha, \frac{q}{2}}_{\text{loc}}(\overline{\Omega} \times [0, \infty)).$$

Thus the Arzelà–Ascoli theorem and the boundedness of $\|\nabla v_{\lambda}\|_{L^\infty(0, \infty; W^{1,q}(\Omega))}$ yields that we can find a subsequence $\lambda_{n_j} \searrow 0$ and functions

$$u \in C^{\alpha, \frac{q}{2}}_{\text{loc}}(\overline{\Omega} \times [0, \infty)) \quad \text{and} \quad v \in L^\infty(0, \infty; W^{1,q}(\Omega))$$

satisfying

$$u_{\lambda_{n_j}} \to u \quad \text{in} \quad C_{\text{loc}}(\overline{\Omega} \times [0, \infty))$$

and

$$v_{\lambda_{n_j}} \rightharpoonup v \quad \text{in} \quad L^\infty(0, \infty; W^{1,q}(\Omega))$$

as $j \to \infty$. Then arguments similar to those in the proof of [188, Theorem 1.1] enable us to attain this lemma.

We next verify the following lemma which implies that the pair of functions $(u, v)$ provided by Lemma 15.4.1 is independent of a choice of a sequence $\lambda_n \searrow 0$. 
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Lemma 15.4.2. A solution \((\overline{u}, \overline{v})\) of (15.1.2) satisfying
\[
\overline{u} \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)) \quad \text{and} \quad \overline{v} \in C^{2,0}(\overline{\Omega} \times (0, \infty)) \cap L^\infty([0, \infty); W^{1,q}(\Omega))
\]
is unique.

Proof. Let \((\overline{u}_1, \overline{v}_1)\) and \((\overline{u}_2, \overline{v}_2)\) be solutions to (15.1.2) and put
\[
y(x, t) := \overline{u}_1(x, t) - \overline{u}_2(x, t) \quad \text{for} \quad (x, t) \in \Omega \times (0, \infty).
\]
Then an argument similar to that in the proof of [164, Lemma 2.1] implies that
\[
y(x, t) = 0 \quad \text{for all} \quad (x, t) \in \Omega \times (0, \infty).
\]
Thus we can obtain this lemma.

Finally we shall establish convergence of the solution \((u_\lambda, v_\lambda)\) for (15.1.1) as \(\lambda \searrow 0\).

Lemma 15.4.3. The solution \((u_\lambda, v_\lambda)\) of (15.1.1) with \(\lambda \in (0, \lambda_0)\) satisfies that for all \(T > 0\)
\[
u_\lambda \to v \quad \text{in} \quad C^{0,2}(\overline{\Omega} \times (0, \infty)) \cap L^2_{\text{loc}}((0, \infty); W^{1,2}(\Omega))
\]
as \(\lambda \searrow 0\), where \((u, v)\) is the solution of (15.1.2) provided by Lemma 15.4.1.

Proof. Lemmas 15.4.1 and 15.4.2 yield that there exists the pair of the functions \((u, v)\) such that for any sequences \(\{\lambda_n\}_{n \in \mathbb{N}} \subset (0, \lambda_0)\) satisfying \(\lambda_n \searrow 0\) as \(n \to \infty\) there is a subsequence \(\lambda_{n_j} \searrow 0\) such that for all \(T > 0\),
\[
\begin{align*}
u_{n_j} &\to v \quad \text{in} \quad C^{0,2}(\overline{\Omega} \times (0, \infty)) \cap L^2_{\text{loc}}((0, \infty); W^{1,2}(\Omega))
\end{align*}
\]
as \(j \to \infty\), which enables us to see this lemma.

Proof of Theorem 15.1.3. Lemma 15.4.3 directly shows Theorem 15.1.3.
Chapter 16

The fast signal diffusion limit in a Keller–Segel system

16.1. Motivation and results

The subject of this work is to construct a new approach to a parabolic-elliptic Keller–Segel system from its parabolic-parabolic case, and to use the parabolic-parabolic case as a step to establish new results in the parabolic-elliptic case. In this chapter our aim is, by considering that the parabolic-elliptic system is as a limit of its parabolic-parabolic case, to establish a result such that only dealing with the parabolic-parabolic Keller–Segel system is enough to obtain new properties for solutions of its parabolic-elliptic case.

Before an introduction of a problem in this chapter, we will recall some related works on the chemotaxis system. Here chemotaxis is the property such that species move towards higher concentration of a chemical substance when they plunge into hunger. Keller–Segel [89, 90] studied the migration of the species which have chemotaxis, and proposed the following problem:

\[ u_t = \Delta u - \nabla \cdot (u \chi (v) \nabla v), \quad \lambda v_t = \Delta v - v + u \quad \text{in } \Omega \times (0, \infty), \]

where \( \Omega \subseteq \mathbb{R}^n \) (\( n \in \mathbb{N} \)) is a bounded domain, \( \lambda = 0 \) (the parabolic-elliptic system) or \( \lambda > 0 \) (the parabolic-parabolic system) is a constant and \( \chi \) is a function. This problem is called a chemotaxis system, and especially, is called a (minimal) Keller–Segel system in the case that \( \chi \) is a constant function. About the Keller–Segel system, Nanjundiah [148] first asserted that we could expect existence of a blow-up solution to the Keller–Segel system. Moreover, Childress–Percus [33] claimed the following conjecture:

- In the 1-dimensional setting, global existence holds.
- In the 2-dimensional setting, there is a critical number \( c \) such that if an initial data \( u_{\text{init}} \) satisfies \( \| u_{\text{init}} \|_{L^1(\Omega)} < c \) then global existence holds, and for any \( m > c \) there are initial data \( u_{\text{init}}, v_{\text{init}} \) such that \( \| u_{\text{init}} \|_{L^1(\Omega)} = m \) and the corresponding solution blows up in finite time.
- In the higher-dimensional setting, there are many blow-up solutions.

Here we first focus on the 2-dimensional setting. The study of the 2-dimensional Keller–Segel system is supported by the interaction between the parabolic-elliptic case and the
In order to verify the Childress–Percus conjecture Nagai [140] tried to deal with the parabolic-elliptic case which is a simplified problem of the parabolic-parabolic Keller–Segel system, and shown that, in the radial setting, $8\pi$ is the critical value in the Childress–Percus conjecture. Subsequently, Nagai–Senba–Yoshida [144] established global existence and boundedness of radial solutions in the parabolic-parabolic Keller–Segel system under the condition that $\|u_{\text{init}}\|_{L^1(\Omega)} < 8\pi$, and also obtained existence of global bounded nonradial solutions to the parabolic-parabolic system under the condition that $\|u_{\text{init}}\|_{L^1(\Omega)} < 4\pi$. Here Senba–Suzuki [159] asserted that arguments in proofs of these results could also be applied to the parabolic-elliptic case, which meant that global existence and boundedness of solutions to the parabolic-elliptic system were shown under the condition that $\|u_{\text{init}}\|_{L^1(\Omega)} < 4\pi$. Therefore in the both cases of the parabolic-elliptic system and the parabolic-parabolic system, $8\pi$ is the critical value in the Childress–Percus conjecture in the radial case, and $4\pi$ is the critical value in the nonradial case. Indeed, existence of blow-up solutions such that $\|u_{\text{init}}\|_{L^1(\Omega)}$ is larger than the critical value was shown ([69, 76, 127, 140, 141]): The radial parabolic-elliptic case was treated by a combination of the results in [69, 140]; the nonradial parabolic-elliptic case is in [141]; the radial parabolic-parabolic case can be found in [127]; the nonradial parabolic-parabolic case is in [76]. Moreover, related works which deal with blow-up asymptotics of solutions to the parabolic-elliptic case can be found in [69, 158, 160] and to the parabolic-parabolic case are in [126, 143]. In summary, in the 2-dimensional setting, the study of the Keller–Segel system was developed by the interaction between the parabolic-elliptic system and the parabolic-parabolic system, and it is shown that the Childress–Percus conjecture is true. On the other hand, the other dimensional cases have also been studied only in the parabolic-parabolic system, and it is shown that the Childress–Percus conjecture is valid also in the other dimensional cases; in the 1-dimensional setting Osaki–Yagi [153] showed global existence and boundedness of classical solutions; in the higher-dimensional case Winkler [198] obtained that for all $m > 0$ there are initial data $u_{\text{init}}, v_{\text{init}}$ such that $\|u_{\text{init}}\|_{L^1(\Omega)} = m$ and the corresponding solution blows up in finite time. Here global existence of bounded solutions to the higher-dimensional parabolic-parabolic Keller–Segel system also holds under some smallness condition for initial data $u_{\text{init}}, v_{\text{init}}$ with respect to some Lebesgue norm; Winkler [194] first established global existence and boundedness in the higher-dimensional parabolic-parabolic Keller–Segel system under the condition that $\|u_{\text{init}}\|_{L^p(\Omega)}$ and $\|\nabla v_{\text{init}}\|_{L^q(\Omega)}$ are sufficiently small with some $p > \frac{n}{2}$ and $q > n$; Cao [25] obtained global existence of bounded solutions to the parabolic-parabolic system under the smallness conditions for initial data in optimal spaces: $\|u_{\text{init}}\|_{L^{\frac{n}{2}}(\Omega)}$ and $\|\nabla v_{\text{init}}\|_{L^{n}(\Omega)}$ are small enough. Recently, in a further simplification of the parabolic-elliptic system (see (16.1.2) below) and in the case that $\Omega = \mathbb{R}^n$, Biler [12] showed that a critical mass phenomenon happens and also that a global radial solution satisfying some condition converges to a homogeneous steady state which blows up at $x = 0$ under some conditions; this result implies that a global solution of a parabolic-elliptic problem converges to an unbounded solution of its elliptic-elliptic case as $t \to \infty$ under some conditions, which means that a global solution of a parabolic-parabolic problem blows up in infinite time.

As we mentioned before, the interaction between the parabolic-elliptic system and the parabolic-parabolic system made progress on researches of the Keller–Segel system. The similar things occurred in the study of the chemotaxis system with signal-dependent...
sensitivity which is the case that \( \chi \) is a function. In the parabolic-elliptic system with 
\[ \chi(v) = \frac{\lambda_0}{v} \quad (\lambda_0 > 0) \]
Nagai–Senba [142] first showed that if \( n = 2 \), or \( n \geq 3 \) and \( \lambda_0 < \frac{2}{n-2} \)
then a radial solution is global and bounded, and if \( n \geq 3 \) and \( \lambda_0 > \frac{2\lambda_0}{n-2} \) then there exists 
some initial data such that a radial solution blows up in finite time. In the nonradial case Biler [11] obtained 
global existence of solutions to the parabolic-elliptic system with 
\[ \chi(v) = \frac{\lambda_0}{v} \quad (\lambda_0 > 0) \]
First showed that if \( n = 2 \), or \( n \geq 3 \) and \( \lambda_0 < \frac{2}{n-2} \)
Thanks to these results, we can expect that conditions for global existence in the above 
system were determined by a dimension of a domain and a smallness of \( \lambda \) in some sense. Indeed, 
global existence and boundedness of solutions to the parabolic-elliptic system 
with 
\[ \chi(v) = \frac{\lambda_0}{v^k} \quad (\lambda_0 > 0, \ k \geq 1) \]
were derived under some smallness conditions for \( \lambda_0 \) ([57]). On the other hand, also in the parabolic-parabolic case, it was shown that some 
smallness condition for \( \lambda \) leads to global existence and boundedness; in the case that 
\[ \chi(v) = \frac{\lambda_0}{v^k} \quad (\lambda_0 > 0) \]
Winkler [196] obtained global existence of classical solutions under 
the condition that \( \lambda_0 < \sqrt{\frac{2}{n}} \) and Fujie [50] established boundedness of these solutions; 
moreover, Lankeit [102] improved these results in the 2-dimensional setting; in the case that 
\[ \chi(v) \leq \frac{\lambda_0}{(a+v)^k} \quad (\lambda_0 > 0, \ a \geq 0, \ k \geq 1) \]
some smallness condition for \( \lambda_0 \) yields 
global existence and boundedness (see Chapter 13). In the case that \( \lambda \) is a more general 
sensitivity, Fujie–Senba [53] first established global existence and boundedness in the 
two-dimensional parabolic-elliptic system, and then they also showed existence of radially 
symmetric bounded solutions to the parabolic-parabolic system in a two-dimensional ball 
under the condition that \( \lambda \) is sufficiently small ([54]). Recently, in the nonradial setting, 
a sufficient condition of sensitivity functions for global existence and boundedness in the 
parabolic-parabolic system was studied by Fujie–Senba [55]. More related works which 
deal with problems with singular sensitivity \( \chi(v) = \frac{\lambda_0}{v} \) for some \( \lambda_0 > 0 \) can be found 
in [21, 105, 165, 196, 207] and Chapter 19; Winkler–Yokota [207] derived asymptotic 
behavior of classical solutions under some additional smallness condition for \( \lambda_0 \): Winkler 
[196] showed global existence of solutions in the sense of weak solution concepts under 
the condition that \( \lambda_0 < \sqrt{\frac{2}{n-2}} \); in the radial setting, under the weaker condition such 
that \( \lambda_0 < \sqrt{\frac{2}{n-2}} \), Stinner–Winkler [165] obtained existence of global solutions in some 
sense; furthermore, Lankeit–Winkler [105] constructed some weak solution concept, and 
established global existence of those solutions without radial setting under some condition 
for \( \lambda_0 \) which is the weakest condition to the best of our knowledge; some existence results 
in a Keller–Segel–(Navier–)Stokes system with singular sensitivity, that is a combination 
of the Keller–Segel system with a fluid environment, are in [21] and Chapter 19.

In summary parabolic-elliptic chemotaxis systems often gave us some guide to how 
we could deal with parabolic-parabolic chemotaxis systems; however, there have not been 
rich results on the relation between the both systems. Namely, it still remains to analyze 
on the following question except some cases:

> Does a solution of the parabolic-parabolic system converge to 
> that of the parabolic-elliptic problem as \( \lambda \searrow 0 \)?

If we can obtain some positive answer to this question, then we can see that solutions 
of both systems have some similar properties; thus an answer will enable us to establish
approaches to obtain properties for solutions of the chemotaxis systems. Here, in the case that \( \Omega \) is the whole space \( \mathbb{R}^n \), there are some positive answers to this question in 2-dimensional case ([157]) and \( n \)-dimensional case ([109]). Moreover, in the case that \( \Omega \) is a bounded domain and \( \chi(v) \leq \frac{x_0}{(a+v)^2} \) (\( x_0 > 0, a \geq 0, k > 1 \)), a positive answer to this question is also shown under the condition that \( x_0 \) is small (see Chapter 15). Therefore we can expect a positive answer to this question also in the Keller–Segel system in a bounded domain \( \Omega \) in some case. The purpose of this chapter is to give some positive answer to this question.

In order to attain this purpose, this chapter investigates the fast signal diffusion limit, which namely is convergence of a solution for the parabolic-parabolic Keller–Segel system

\[
(u_\lambda)_t = \Delta u_\lambda - \chi \nabla \cdot (u_\lambda \nabla v_\lambda), \quad x \in \Omega, \ t > 0, \\
\lambda(v_\lambda)_t = \Delta v_\lambda - v_\lambda + u_\lambda, \quad x \in \Omega, \ t > 0, \\
\nabla u_\lambda \cdot \nu = \nabla v_\lambda \cdot \nu = 0, \quad x \in \partial \Omega, \ t > 0, \\
u_\lambda(x, 0) = u_{\text{init}}(x), \ v_\lambda(x, 0) = v_{\text{init}}(x), \ x \in \Omega
\]

(16.1.1)

to that of the parabolic-elliptic Keller–Segel system

\[
u_t = \Delta u - \chi \nabla \cdot (u \nabla v), \quad x \in \Omega, \ t > 0, \\
0 = \Delta v - v + u, \quad x \in \Omega, \ t > 0, \\
\nabla u \cdot \nu = \nabla v \cdot \nu = 0, \quad x \in \partial \Omega, \ t > 0, \\
u(x, 0) = u_{\text{init}}(x), \ x \in \Omega
\]

(16.1.2)

as \( \lambda \searrow 0 \), where \( \Omega \) is a bounded domain in \( \mathbb{R}^n \) (\( n \geq 2 \)) with smooth boundary \( \partial \Omega \) and \( \nu \) is the outward normal vector to \( \partial \Omega \); \( \chi, \lambda > 0 \) is a constant; the initial functions \( u_{\text{init}}, v_{\text{init}} \) are assumed to be nonnegative functions. The unknown functions \( u_\lambda \) and \( u \) represent the population density of the species and \( v_\lambda \) and \( v \) show the concentration of the chemical substance at place \( x \) and time \( t \).

Now the main results read as follows. The first theorem is concerned with global existence and the fast signal diffusion limit of solutions for the higher-dimensional Keller–Segel system under smallness conditions for the initial data.

**Theorem 16.1.1.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^n \) (\( n \geq 3 \)) with smooth boundary and let \( \chi > 0 \) be a constant. Assume that \( u_{\text{init}} \) and \( v_{\text{init}} \) satisfy

\[
0 \leq u_{\text{init}} \in C(\overline{\Omega}), \quad 0 \leq v_{\text{init}} \in W^{1,q}(\Omega)
\]

(16.1.3)

with some \( q > n \). Then for all \( p > \frac{n}{2} \) there exists \( \varepsilon_0 = \varepsilon_0(p, q, \chi, |\Omega|) > 0 \) such that, if \( u_{\text{init}} \) and \( v_{\text{init}} \) satisfy

\[
\|u_{\text{init}}\|_{L^p(\Omega)} < \varepsilon_0 \quad \text{and} \quad \|\nabla v_{\text{init}}\|_{L^q(\Omega)} < \varepsilon_0,
\]

(16.1.4)

then for all \( \lambda > 0 \) the problem (16.1.1) possesses a unique global bounded solution \( (u_\lambda, v_\lambda) \) which is a pair of nonnegative functions

\[
\ u_\lambda, v_\lambda \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)).
\]
Moreover, if $u_{\text{init}}$ and $v_{\text{init}}$ satisfy (16.1.4), then there are unique functions
\[ u \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\Omega \times (0, \infty)) \quad \text{and} \quad v \in C^{2,0}(\overline{\Omega} \times (0, \infty)) \cap L^{\infty}(0, \infty; W^{1,q}(\Omega)) \]
such that the solution $(u_\lambda, v_\lambda)$ of (16.1.1) satisfies
\[
\begin{align*}
    u_\lambda &\to u \quad \text{in} \quad C_{\text{loc}}(\overline{\Omega} \times [0, \infty)), \\
v_\lambda &\to v \quad \text{in} \quad C_{\text{loc}}(\overline{\Omega} \times (0, \infty)) \cap L^2_{\text{loc}}((0, \infty); W^{1,2}(\Omega))
\end{align*}
\]
as $\lambda \searrow 0$, and the pair of the functions $(u, v)$ solves (16.1.2) classically.

As an application of this result, we can establish a new result which provides global existence and boundedness in the higher-dimensional parabolic-elliptic Keller–Segel system (16.1.2) under some smallness condition for initial data $u_{\text{init}}$.

**Corollary 16.1.2.** Let $\Omega$ be a bounded domain in $\mathbb{R}^n$ ($n \geq 3$) with smooth boundary and let $\chi > 0$ be a constant. Then for all $p > \frac{n}{2}$ there exists $\varepsilon_1 = \varepsilon(p, \chi, |\Omega|) > 0$ such that, if $u_{\text{init}} \in C(\overline{\Omega})$ satisfies that
\[
\|u_{\text{init}}\|_{L^p(\Omega)} < \varepsilon_1
\]
holds, then the problem (16.1.2) possesses a unique global bounded classical solution.

**Remark 16.1.1.** In these results we assume the smallness conditions for $\|u_{\text{init}}\|_{L^p(\Omega)}$ and $\|\nabla v_{\text{init}}\|_{L^q(\Omega)}$ with some $p > \frac{n}{2}$ and $q > n$, instead of $p = \frac{n}{2}$ and $q = n$ which are the conditions assumed in [25]; we could not attain fast signal diffusion limit under the smallness conditions in optimal spaces.

In the 2-dimensional setting, it is known that global existence and boundedness in (16.1.1) hold under the condition that $\|u_{\text{init}}\|_{L^1(\Omega)} \leq \frac{4\pi}{\chi}$ ([144]). Thanks to this previous work, we attain the fast signal diffusion limit in the 2-dimensional Keller–Segel system under the smallness conditions for the initial data in the optimal space.

**Theorem 16.1.3.** Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ with smooth boundary and let $\chi > 0$ be a constant. Assume that $u_{\text{init}} \in C(\overline{\Omega})$ satisfies $\|u_{\text{init}}\|_{L^1(\Omega)} < \frac{4\pi}{\chi}$. Then there exist unique functions
\[ u \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\Omega \times (0, \infty)) \quad \text{and} \quad v \in C^{2,0}(\overline{\Omega} \times (0, \infty)) \cap L^{\infty}(0, \infty; W^{1,q}(\Omega)) \]
such that for all $v_{\text{init}} \in W^{1,q}(\Omega)$ ($q > 2$) the global bounded classical solution $(u_\lambda, v_\lambda)$ of (16.1.1) satisfies
\[
\begin{align*}
    u_\lambda &\to u \quad \text{in} \quad C_{\text{loc}}(\overline{\Omega} \times [0, \infty)), \\
v_\lambda &\to v \quad \text{in} \quad C_{\text{loc}}(\overline{\Omega} \times (0, \infty)) \cap L^2_{\text{loc}}((0, \infty); W^{1,2}(\Omega))
\end{align*}
\]
as $\lambda \searrow 0$, and the pair of the functions $(u, v)$ solves (16.1.2) classically.

This result tells us a new method to obtain global existence and boundedness in the 2-dimensional parabolic-elliptic Keller–Segel system (16.1.2).
Corollary 16.1.4. Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ with smooth boundary and let $\chi > 0$ be a constant. If $u_{\text{init}} \in C(\overline{\Omega})$ satisfies $\|u_{\text{init}}\|_{L^p(\Omega)} < \frac{25}{\chi}$, then the problem (16.1.2) possesses a unique global bounded classical solution.

In the proof of these main results difficulties are caused by the facts that $v_\lambda$ satisfies a parabolic equation and $v$ satisfies an elliptic equation. Thus we cannot use methods only for parabolic equations and only for elliptic equations when we would like to obtain some error estimate for solutions of (16.1.1) and those of (16.1.2), and it seems to be difficult to combine these methods. Therefore we rely on a compactness method to obtain convergence of a solution $(u_\lambda, v_\lambda)$ as $\lambda \searrow 0$, which is the same strategy as that of the proof of Theorem 15.1.3. In order to use a compactness method some estimate for the solution uniformly in time and $\lambda$ is required. In the chemotaxis system with signal dependent sensitivity the boundedness of $\int_\Omega u^{\lambda}_v(\cdot,t) \exp \{-\int_0^{\lambda-v(t)} \chi(s) \, ds\}$ with some $r > 0$ and the fact $\int_0^\infty \chi(s) \, ds < \infty$ lead to the desired estimate (see Chapter 15). Nevertheless, in the Keller–Segel setting, it is difficult to obtain the boundedness of $\int_0^{\lambda-v(\cdot,t)} \chi \, ds = \chi v_\lambda(\cdot,t)$. Thus we should give the other method to obtain the desired estimate in the Keller–Segel setting. However, in the higher-dimensional case, a construction of some estimate for the solution uniformly in time and $\lambda$ is a challenging problem: Indeed, in the previous works [25, 194] the following inequality was obtained:

$$\|u_\lambda(\cdot,t) - e^{t\Delta} u_{\text{init}}\|_{L^\infty(\Omega)} \leq C(1 + t^{-\alpha}) e^{-\beta t} \quad \text{for all } t > 0$$

with some $C, \alpha, \beta > 0$, which could not lead to the uniform-in-time estimate for the solution. This is one of the reason why we could not attain fast signal diffusion limit under the smallness conditions in optimal spaces in the higher-dimensional setting. To establish the $L^\infty$-estimate for $u_\lambda$ uniformly in time and $\lambda$ we modified the method in [194]. Let $\varepsilon > 0$ be a constant fixed later and put

$$T_\lambda := \sup \left\{ \hat{T} > 0 \mid \|u_\lambda(\cdot,t) - e^{t\Delta} u_{\text{init}}\|_{L^p(\Omega)} < \varepsilon \quad \text{for all } t \in (0, \hat{T}) \text{ and all } \lambda > 0 \right\} \leq \infty$$

with some $\theta = \frac{a}{p}$, which is different from a setting in [194]. Then, under the conditions that $\|u_{\text{init}}\|_{L^p(\Omega)} \leq \varepsilon$ and $\|\nabla v_{\text{init}}\|_{L^q(\Omega)} \leq \varepsilon$, we can see that

$$\|u_\lambda(\cdot,t) - e^{t\Delta} u_{\text{init}}\|_{L^p(\Omega)} \leq C(\varepsilon) \varepsilon \quad \text{for all } t \in (0, T_\lambda) \text{ and all } \lambda > 0,$$

where $C(\varepsilon) > 0$ is a constant such that $C(\varepsilon) \searrow 0$ as $\varepsilon \searrow 0$. Thus by choosing $\varepsilon > 0$ satisfying $C(\varepsilon) < 1$, we can obtain the $L^\theta$-estimate for $u_\lambda$ uniformly in time and $\lambda$, which with the standard $L^p$-$L^q$ estimate for the Neumann heat semigroup on bounded domains implies the desired estimate for $u_\lambda$. This strategy enables us to pass to the fast signal diffusion limit; however, it also lets us assume that $\|u_{\text{init}}\|_{L^p(\Omega)}$ and $\|\nabla v_{\text{init}}\|_{L^q(\Omega)}$ are small with some $p > \frac{a}{2}$ and $q > n$ in Theorem 16.1.1. On the other hand, in the 2-dimensional setting, by using a combination of an argument in the proof of [144, Theorem 1.1] and a compactness method we can show fast signal diffusion limit under the smallness conditions for the initial data in optimal spaces.

This chapter is organized as follows. In Section 16.2 we collect basic facts which will be used later. In Section 16.3 we prove global existence and uniform-in-$\lambda$ boundedness.
in (16.1.1); we divide the section into Sections 16.3.1 and 16.3.2 according to the higher-dimensional setting and the 2-dimensional setting, respectively. Section 16.4 is devoted to the proofs of the main results according to arguments in [188]; we show convergence of the solution \((u_\lambda, v_\lambda)\) for (16.1.1) as \(\lambda \searrow 0\) by using the uniform-in-\(\lambda\) estimate established in Section 16.3.

### 16.2. Local existence and basic property

In this section we collect results which will be used later. We first recall the well-known result concerned with local existence of solutions to (16.1.1) (see e.g., [5, Lemma 3.1]).

**Lemma 16.2.1.** Let \(\Omega\) be a bounded domain in \(\mathbb{R}^n (n \geq 2)\) with smooth boundary, and let \(\chi > 0\) be a constant. Then for all \(\lambda > 0\) and any \(u_{\text{init}}, v_{\text{init}}\) satisfying (16.1.3) there exists \(T_{\text{max}, \lambda} \in (0, \infty]\) such that the problem (16.1.1) possesses a unique solution \((u_\lambda, v_\lambda)\) fulfilling

\[
\begin{align*}
  u_\lambda &\in C(\overline{\Omega} \times [0, T_{\text{max}, \lambda}) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\text{max}, \lambda})), \\
  v_\lambda &\in C(\overline{\Omega} \times [0, T_{\text{max}, \lambda}) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\text{max}, \lambda})) \cap L^\infty([0, T_{\text{max}, \lambda}); W^{1,q}(\Omega))
\end{align*}
\]

and

\[
  u_\lambda(x, t) \geq 0 \quad \text{and} \quad v_\lambda(x, t) \geq 0 \quad \text{for all } x \in \Omega, \ t > 0 \text{ and all } \lambda > 0
\]

as well as

\[
  \int_\Omega u_\lambda(\cdot, t) = \int_\Omega u_{\text{init}} \quad \text{for all } t \in (0, T_{\text{max}, \lambda}) \text{ and all } \lambda > 0.
\]

Moreover, either \(T_{\text{max}, \lambda} = \infty\) or

\[
  \limsup_{t \to T_{\text{max}, \lambda}} (\|u_\lambda(\cdot, t)\|_{L^\infty(\Omega)} + \|v_\lambda(\cdot, t)\|_{W^{1,q}(\Omega)}) = \infty.
\]

We then give the following result which plays an important role in obtaining uniform-in-\(\lambda\) boundedness of solutions to (16.1.1).

**Lemma 16.2.2.** Let \(\lambda > 0\). If there exist \(p > \frac{n}{2}\) and \(M > 0\) such that

\[
  \|u_\lambda(\cdot, t)\|_{L^p(\Omega)} \leq M \quad \text{for all } t \in (0, T_{\text{max}, \lambda}),
\]

then there exists \(C = C(p, M) > 0\) such that

\[
  \|u_\lambda(\cdot, t)\|_{L^\infty(\Omega)} + \|v_\lambda(\cdot, t)\|_{W^{1,q}(\Omega)} \leq C \quad \text{for all } t \in (0, T_{\text{max}, \lambda}).
\]

Moreover, if \(p\) and \(M\) are independent of \(\lambda \in (0, \lambda_0)\) with some \(\lambda_0 > 0\), then \(C\) is also independent of \(\lambda \in (0, \lambda_0)\).

**Proof.** The proof is a combination of Lemmas 15.2.3 and 15.2.4 (the proof is based on an application of the \(L^p-L^q\) estimates for the Neumann heat semigroup in the proof of [5, Lemma 3.2]). \(\Box\)
16.3. Uniform-in-\( \lambda \) boundedness

In this section we establish global existence of solutions to (16.1.1) and their uniform-in-\( \lambda \) boundedness.

16.3.1. The higher-dimensional setting

In this subsection we will deal with the higher-dimensional Keller–Segel system (16.1.1). Aided by Lemma 16.2.2, we shall only verify the \( L^p \)-estimate for \( u_\lambda \) with some \( p_0 > \frac{n}{2} \). We first prove the following lemma which enables us to pick appropriate constants in the proof of Lemma 16.3.2.

**Lemma 16.3.1.** Let \( p > \frac{n}{2} \) and \( q > n \). Then there are constants \( \theta, q_0, \mu > 0 \) such that

\[
\theta \in I_1 := \left(p, \min \left\{ \frac{np}{(np + nq - pq)_+}, \frac{np}{2(n - p)_+} \right\} \right), \\
q_0 \in I_2 := \left(\max \left\{1, \frac{np\theta}{p\theta + np - n\theta}\right\}, \min \left\{q, \frac{np}{(n - p)_+}\right\}\right), \\
\mu \in I_3 := \left(\max \left\{1, \frac{n\theta}{n + \theta}, \frac{np\theta}{p\theta + 2np - n\theta}\right\}, \min \left\{q_0, \frac{q_0\theta}{q_0 + \theta}\right\}\right).
\]

**Proof.** Since we have from the conditions \( q > n \) and \( p > \frac{n}{2} \) that

\[
(np + nq - pq)p < npq \quad \text{and} \quad 2(n - p) < n,
\]

we can verify that

\[
I_1 = \left(p, \min \left\{ \frac{np}{(np + nq - pq)_+}, \frac{np}{2(n - p)_+} \right\} \right) \neq \emptyset.
\]

Thus we can take \( \theta \in I_1 \). We next see that

\[
I_2 = \left(\max \left\{1, \frac{np\theta}{p\theta + np - n\theta}\right\}, \min \left\{q, \frac{np}{(n - p)_+}\right\}\right) \neq \emptyset.
\]

Noticing from the fact \( \theta \in I_1 \subset (p, \frac{np}{(n - p)_+}) \) that

\[
p\theta + np - n\theta > 0 \quad \text{and} \quad \frac{np\theta}{p\theta + np - n\theta} \geq 1,
\]

we will only confirm that

\[
(16.3.1) \quad \frac{np\theta}{p\theta + np - n\theta} < \min \left\{q, \frac{np}{(n - p)_+}\right\}
\]

holds. Here since the fact

\[
\theta < \min \left\{ \frac{np}{(np + nq - pq)_+}, \frac{np}{2(n - p)_+} \right\}
\]

...
implies
\[ np\theta < q(p\theta + np - n\theta) \quad \text{and} \quad \theta(n - p) < p\theta + np - n\theta, \]
we can verify that (16.3.1) is true, which tells us that \( I_2 \neq \emptyset \). Therefore we can choose \( q_0 \in I_2 \). We finally confirm that
\[
I_3 = \left( \max \left\{ 1, \frac{n\theta}{n + \theta}, \frac{np\theta}{p\theta + 2np - n\theta} \right\}, \min \left\{ q_0, \frac{q_0\theta}{q_0 + \theta} \right\} \right) \neq \emptyset.
\]
Here we note that \( p\theta + 2np - n\theta > p\theta + np - n\theta > 0 \) and \( \frac{q_0\theta}{q_0 + \theta} < q_0 \). Since the facts \( \theta > p > \frac{n}{2} \geq \frac{n}{n+1} \) \((n \geq 3)\) and \( p\theta + 2np - n\theta < p(n + \theta) \) ensure that
\[
1 \leq \frac{n\theta}{n + \theta} < \frac{np\theta}{p\theta + 2np - n\theta},
\]
we shall only see that
\[
\text{(16.3.2)} \quad \frac{np\theta}{p\theta + 2np - n\theta} < \frac{q_0\theta}{q_0 + \theta}.
\]
Now aided by the relation \( \frac{np\theta}{p\theta + np - n\theta} < q_0 \), we establish that
\[
np(\theta + q_0) < q_0(p\theta + 2np - n\theta)
\]
holds. Therefore we have (16.3.2), which enables us to find a constant \( \mu \in I_3 \). This completes the proof. \( \square \)

Then we can show the following lemma which entails the desired estimate for \( u_\lambda \).

**Lemma 16.3.2.** Let \( p > \frac{n}{2} \). Then there exists a positive constant \( \varepsilon_0 = \varepsilon_0(p, q, \chi, |\Omega|) \) such that, if \( u_{\text{init}} \) and \( v_{\text{init}} \) satisfy
\[
\| u_{\text{init}} \|_{L^p(\Omega)} < \varepsilon_0 \quad \text{and} \quad \| \nabla v_{\text{init}} \|_{L^q(\Omega)} < \varepsilon_0,
\]
then there exist \( p_0 > \frac{n}{2} \) and \( C > 0 \) which are independent of \( \lambda > 0 \) such that
\[
\| u_\lambda(\cdot, t) \|_{L^{p_0}(\Omega)} \leq C
\]
for all \( t \in (0, T_{\text{max}}, \lambda) \) and all \( \lambda > 0 \).

**Proof.** Let \( \varepsilon > 0 \) be a small constant fixed later (see (16.3.10)), and assume that \( u_{\text{init}} \) and \( v_{\text{init}} \) satisfy
\[
\text{(16.3.3)} \quad \| u_{\text{init}} \|_{L^p(\Omega)} \leq \varepsilon \quad \text{and} \quad \| \nabla v_{\text{init}} \|_{L^q(\Omega)} \leq \varepsilon
\]
with some \( p > \frac{n}{2} \). Then invoking to Lemma 16.3.1, we can take \( \theta, q_0, \mu \geq 1 \) such that
\[
\theta \in I_1, \quad q_0 \in I_2 \quad \text{and} \quad \mu \in I_3,
\]
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where $I_1, I_2, I_3$ are intervals defined in Lemma 16.3.1. Now we put

$$T_\lambda := \sup \left\{ \hat{T} \in (0, T_{\text{max}, \lambda}) \mid \| u_\lambda(\cdot, t) - e^{t\Delta} u_{\text{init}} \|_{L^p(\Omega)} < \varepsilon \quad \text{for all} \ t \in (0, \hat{T}) \right\}.$$  

Then because

$$u_\lambda(\cdot, 0) - e^{0\Delta} u_{\text{init}} = 0$$

and the function $t \mapsto u_\lambda(\cdot, t) - e^{t\Delta} u_{\text{init}}$ is continuous on $[0, T_{\text{max}, \lambda})$, $T_\lambda$ is well-defined and positive with $T_\lambda \leq T_{\text{max}, \lambda}$. We first note from the standard $L^p$-$L^q$ estimate for the Neumann heat semigroup that there is $C_1 = C_1(|\Omega|) > 0$ such that for all $r \in [1, \theta)$,

$$\| u_\lambda(\cdot, t) \|_{L^r(\Omega)} \leq \| u_\lambda(\cdot, t) - e^{t\Delta} u_{\text{init}} \|_{L^r(\Omega)} + \| e^{t\Delta} u_{\text{init}} \|_{L^r(\Omega)}$$

for all $t \in (0, T_\lambda)$, which with the relation $p < \theta$ and (16.3.3) tells us that

$$\| u_\lambda(\cdot, t) \|_{L^p(\Omega)} \leq \left( |\Omega|^{\frac{1}{p} - \frac{1}{q}} + C_1 \right) \varepsilon$$

for all $t \in (0, T_\lambda)$. We then obtain from the variation-of-constants representation for $v_\lambda$, the fact $q_0 < q$ and Lemma 2.2.2 (ii), (iii) that

$$\| \nabla v_\lambda(\cdot, t) \|_{L^{q_0}(\Omega)} \leq \| \nabla e^{t\frac{1}{\lambda}(\Delta - 1)} v_{\text{init}} \|_{L^{q_0}(\Omega)} + \frac{1}{\lambda} \int_0^t \| \nabla e^{\frac{1}{\lambda}(s - \Delta)} v_\lambda(\cdot, s) \|_{L^{q_0}(\Omega)} ds$$

$$\leq C_2 \| \nabla v_{\text{init}} \|_{L^{q_0}(\Omega)} + \frac{C_3 \varepsilon}{\lambda} \int_0^t \left( 1 + \left( \frac{t - s}{\lambda} \right)^{-\frac{1}{2} - \frac{n}{2} \left( \frac{1}{p} - \frac{1}{q_0} \right)} \right) e^{-\alpha \left( \frac{t - s}{\lambda} \right)} ds$$

$$\leq C_2 |\Omega|^{\frac{1}{n} - \frac{1}{q}} \| \nabla v_{\text{init}} \|_{L^{q_0}(\Omega)} + C_3 \varepsilon \int_0^t \left( 1 + \sigma^{-\frac{1}{2} - \frac{n}{2} \left( \frac{1}{p} - \frac{1}{q_0} \right)} \right) e^{-\alpha \sigma} d\sigma$$

for all $t \in (0, T_\lambda)$ with some $C_2 = C_2(|\Omega|) > 0$ and $C_3 = C_3(p, q, |\Omega|) > 0$. Since the fact $q_0 < \frac{np}{(n-p)\lambda}$ implies $\frac{1}{2} + \frac{n}{2} \left( \frac{1}{p} - \frac{1}{q_0} \right) < 1$, from (16.3.3) we infer that

$$C_2 |\Omega|^{\frac{1}{n} - \frac{1}{q}} \| \nabla v_{\text{init}} \|_{L^{q_0}(\Omega)} + C_3 \varepsilon \int_0^t \left( 1 + \sigma^{-\frac{1}{2} - \frac{n}{2} \left( \frac{1}{p} - \frac{1}{q_0} \right)} \right) e^{-\alpha \sigma} d\sigma \leq C_4 \varepsilon$$

holds with

$$C_4 := C_2 |\Omega|^{\frac{1}{n} - \frac{1}{q}} + C_3 \int_0^\infty \left( 1 + \sigma^{-\frac{1}{2} - \frac{n}{2} \left( \frac{1}{p} - \frac{1}{q_0} \right)} \right) e^{-\alpha \sigma} d\sigma < \infty,$$

which means that

$$\| \nabla v_\lambda(\cdot, t) \|_{L^{q_0}(\Omega)} \leq C_4 \varepsilon$$

for all $t \in (0, T_\lambda)$. Finally, in order to show $T_\lambda = T_{\text{max}, \lambda}$, we will show that

$$\| u_\lambda(\cdot, t) - e^{t\Delta} u_{\text{init}} \|_{L^p(\Omega)} \leq C \varepsilon \quad \text{for all} \ t \in (0, T_\lambda)$$
with some \(C < 1\). Employing the variation-of-constant formula for \(u_\lambda\) and Lemma 2.2.2 (iv), we see that

\[
\begin{align*}
(16.3.6) \quad & \|u_\lambda(\cdot, t) - e^{t \Delta} u_{\text{init}}\|_{L^p(\Omega)} \\
& \leq \chi \int_0^t (1 + (t - s)^{-\frac{\mu}{2} - \frac{\gamma}{2}}) e^{-\alpha(t - s)} \|u_\lambda(\cdot, s)\|_{L^p(\Omega)} ds.
\end{align*}
\]

Now thanks to the facts \(\mu < q_0\), \(1 < \frac{q_0 \mu}{q_0 - \mu} < \theta\) and (16.3.4)–(16.3.5), we obtain from the H"older inequality and the interpolation inequality that

\[
\begin{align*}
(16.3.7) \quad & \left\| u_\lambda(\cdot, s) \nabla v_\lambda(\cdot, s) \right\|_{L^q(\Omega)} \\
& \leq \left\| u_\lambda(\cdot, s) \right\|_{L^{\frac{q_0 \mu}{q_0 - \mu}}(\Omega)} \left\| \nabla v_\lambda(\cdot, s) \right\|_{L^{\frac{q_0 \mu}{q_0 - \mu}}(\Omega)} \\
& \leq C_5 e^{1-a} \left( \|u_\lambda(\cdot, s) - e^{t \Delta} u_{\text{init}}\|_{L^p(\Omega)}^{1-a} + \|e^{s \Delta}(u_{\text{init}} - \overline{u_{\text{init}}})\|_{L^p(\Omega)}^{1-a} \right)
\end{align*}
\]

with some \(C_5 = C_5(p, q, |\Omega|) > 0\), where \(a = \frac{\theta, q_0 \mu}{q_0 \mu, q_0 \mu - \theta} \in (0, 1)\) and

\[
\overline{u_{\text{init}}} := \frac{1}{|\Omega|} \int_\Omega u_{\text{init}}.
\]

Here from the H"older inequality, the Young inequality and Lemma 2.2.2 (i) we can find \(C_6 = C_6(p, q, |\Omega|) > 0\) and \(C_7 = C_7(p, q, |\Omega|) > 0\) such that

\[
(16.3.8) \quad \|e^{s \Delta} \overline{u_{\text{init}}}\|_{L^p(\Omega)}^{1-a} \leq C_6 \|u_{\text{init}}\|_{L^p(\Omega)}^{1-a} \leq C_6 e^{1-a}
\]

and

\[
(16.3.9) \quad \|e^{s \Delta}(u_{\text{init}} - \overline{u_{\text{init}}})\|_{L^p(\Omega)}^{1-a} \leq (1 - a) \|e^{s \Delta}(u_{\text{init}} - \overline{u_{\text{init}}})\|_{L^p(\Omega)} + a
\]

\[
\leq C_7 (1 + s^{-\frac{\mu}{2} \left( \frac{1}{p} - \frac{1}{q} \right) \frac{1}{\theta}}) e^{-\alpha s} \|u_{\text{init}} - \overline{u_{\text{init}}}\|_{L^p(\Omega)} + a
\]

\[
\leq C_7 (1 + |\Omega|^{-1+a}) \|e^{(1 + s^{-\frac{\mu}{2} \left( \frac{1}{p} - \frac{1}{q} \right) \frac{1}{\theta}})} e^{-\alpha s} + a.
\]

Since the fact \(\frac{1}{2} + \frac{n}{2} \left( \frac{1}{\mu} - \frac{1}{\theta} \right) < 1\) leads to

\[
\int_0^\infty (1 + \sigma^{-1} \frac{1}{2} \left( \frac{1}{\mu} - \frac{1}{\theta} \right)) e^{-\alpha \sigma} d\sigma < \infty
\]

and the relation

\[
1 - \frac{1}{2} - \frac{n}{2} \left( \frac{1}{\mu} - \frac{1}{\theta} \right) - \frac{n}{2} \left( \frac{1}{p} - \frac{1}{\theta} \right) > 0
\]

yields from [194, Lemma 1.2] that

\[
\begin{align*}
& \int_0^t (1 + (t - s)^{-\frac{n}{2} \left( \frac{1}{\mu} - \frac{1}{\theta} \right)}) e^{-\alpha(t - s)} \left( 1 + s^{-\frac{n}{2} \left( \frac{1}{p} - \frac{1}{q} \right) \frac{1}{\theta}} \right) e^{-\alpha s} ds \\
& \leq C_8 (1 + t^{\min(0,1-\frac{n}{2} \left( \frac{1}{\mu} - \frac{1}{\theta} \right), \frac{n}{2} \left( \frac{1}{p} - \frac{1}{q} \right) \frac{1}{\theta}))} e^{-\alpha t} \leq 2 C_8
\end{align*}
\]
for all $t > 0$ with some $C_8 = C_8(p, q) > 0$, plugging (16.3.8) and (16.3.9) into (16.3.6) and (16.3.7) implies that

$$
\|u_\lambda(\cdot, t) - e^{t\Delta}u_{\text{init}}\|_{L^p(\Omega)} \leq C_9 \varepsilon_1^{1+a} \left( \sup_{s \in (0, T_\lambda)} \|u_\lambda(\cdot, s) - e^{s\Delta}u_{\text{init}}\|_{L^p(\Omega)} + \varepsilon + 1 + \varepsilon^{1-a} \right)
$$

\[ \leq C_9 \varepsilon_1^{1+a}(2\varepsilon^{1-a} + \varepsilon + 1) \]

for all $t \in (0, T_\lambda)$ with some $C_9 = C_9(p, q, \chi, |\Omega|) > 0$. Thus if we take $\varepsilon > 0$ satisfying

(16.3.10) \[ C_9 \varepsilon_1^{1+a}(2\varepsilon^{1-a} + \varepsilon + 1) < 1, \]

then the continuity of the function $t \mapsto \|u_\lambda(\cdot, t) - e^{t\Delta}u_{\text{init}}\|_{L^p(\Omega)}$ concludes that

$$
T_\lambda = T_{\text{max}, \lambda},
$$

which namely means that

(16.3.11) \[ \|u_\lambda(\cdot, t) - e^{t\Delta}u_{\text{init}}\|_{L^p(\Omega)} \leq \varepsilon \]

for all $t \in (0, T_{\text{max}, \lambda})$. Here, since $\varepsilon > 0$ is independent of $\lambda > 0$, we note that (16.3.11) holds for all $t \in (0, T_{\text{max}, \lambda})$ and all $\lambda > 0$, which together with the maximum principle

$$
\|e^{t\Delta}u_{\text{init}}\|_{L^\infty(\Omega)} \leq \|u_{\text{init}}\|_{L^\infty(\Omega)} \quad \text{for all } t > 0
$$

enables us to see that

(16.3.12) \[ \|u_\lambda(\cdot, t)\|_{L^p(\Omega)} \leq \varepsilon + |\Omega|^\frac{1}{p} \|u_{\text{init}}\|_{L^\infty(\Omega)} \]

for all $t \in (0, T_{\text{max}, \lambda})$ and all $\lambda > 0$. Noticing that $\theta > p > \frac{n}{2}$ holds and $\theta, \varepsilon$ are independent of $\lambda$, from (16.3.12) we can attain the goal of the proof. \( \square \)

Here we are in the position to prove global existence and uniform-in-$\lambda$ boundedness in the higher-dimensional Keller–Segel system (16.1.1).

**Lemma 16.3.3.** Let $p > \frac{n}{2}$. Assume that $u_{\text{init}}$ and $v_{\text{init}}$ satisfy

$$
\|u_{\text{init}}\|_{L^p(\Omega)} < \varepsilon_0 \quad \text{and} \quad \|\nabla v_{\text{init}}\|_{L^q(\Omega)} < \varepsilon_0,
$$

where $\varepsilon_0$ is the constant defined in Lemma 16.3.2. Then $T_{\text{max}, \lambda} = \infty$ holds, and there exists $C > 0$ independent of $\lambda > 0$ such that

$$
\|u_\lambda(\cdot, t)\|_{L^\infty(\Omega)} \leq C
$$

for all $t \in (0, \infty)$ and all $\lambda > 0$.

**Proof.** A combination of Lemmas 16.2.2 and 16.3.2, along with the extensibility criterion directly leads to this lemma. \( \square \)
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16.3.2. The 2-dimensional setting

In this subsection we will show uniform-in-\( \lambda \) boundedness in the 2-dimensional Keller–Segel system. The proof is mainly based on arguments in the proof of \([144, \text{Theorem 1.1}]\). Thus we will only give short proofs.

**Lemma 16.3.4.** Assume that \( u_{\text{init}} \) satisfies

\[
\|u_{\text{init}}\|_{L^1(\Omega)} < \frac{4\pi}{\chi}.
\]

Then for all \( \lambda_0 > 0 \) there exists \( C > 0 \) such that

\[
\|u_\lambda(\cdot, t)\|_{L^2(\Omega)} \leq C
\]

for all \( t \in (0, T_{\text{max}, \lambda}) \) and all \( \lambda \in (0, \lambda_0) \).

**Proof.** Let \( \lambda_0 > 0 \) be an arbitrary constant. From straightforward calculations we can verify that the function

\[
W_\lambda := \int_\Omega \left( u_\lambda \log u_\lambda - \chi u_\lambda v_\lambda + \frac{\chi}{2} (|\nabla v_\lambda|^2 + v_\lambda^2) \right)
\]

satisfies

\[
\frac{dW_\lambda}{dt} + \chi \lambda \int_\Omega |(v_\lambda)_t|^2 + \int_\Omega u_\lambda |\nabla \cdot (\log u_\lambda - \chi v_\lambda)| = 0 \tag{16.3.13}
\]

for all \( \lambda \in (0, \lambda_0) \). Then by virtue of the Jensen inequality and the Trudinger–Moser inequality, the same argument as in the proof of \([144, \text{Lemma 3.4}]\) ensures that there is \( C_1 > 0 \) such that

\[
\int_\Omega u_\lambda(\cdot, t) v_\lambda(\cdot, t) \leq C_1 \quad \text{and} \quad |W_\lambda(t)| \leq C_1 \tag{16.3.14}
\]

for all \( t \in (0, T_{\text{max}, \lambda}) \) and \( \lambda \in (0, \lambda_0) \) under the condition that \( \|u_{\text{init}}\|_{L^1(\Omega)} < \frac{4\pi}{\chi} \). Thanks to (16.3.14), the relation (16.3.13) implies that

\[
\int_\Omega |u_\lambda(\cdot, t) \log u_\lambda(\cdot, t)| \leq \max \left\{ W_\lambda(0) + C_1, \frac{1}{e} \right\} \tag{16.3.15}
\]

and

\[
\lambda \int_0^t \|v_\lambda(\cdot, s)\|_{L^2(\Omega)}^2 \, ds \leq \frac{1}{\chi} (|W_\lambda(0)| + C_1) \tag{16.3.16}
\]

for all \( t \in (0, T_{\text{max}, \lambda}) \) and \( \lambda \in (0, \lambda_0) \). Now we shall show the \( L^2 \)-boundedness of \( u_\lambda \). Multiplying the first equation in (16.1.1) by \( \frac{1}{2} u_\lambda \) and integrating it over \( \Omega \), we infer from integration by parts that

\[
\frac{1}{2} \frac{d}{dt} \int_\Omega u_\lambda^2 = -\int_\Omega |\nabla u_\lambda|^2 + \chi \int_\Omega u_\lambda \nabla u_\lambda \cdot \nabla v_\lambda
\]

\[
= -\int_\Omega |\nabla u_\lambda|^2 - \frac{\chi \lambda}{2} \int_\Omega (v_\lambda)_t^2 + \frac{\chi}{2} \int_\Omega u_\lambda^3 - \frac{\chi}{2} \int_\Omega u_\lambda^2 v_\lambda.
\]
Let $\varepsilon \in (0, 1)$ be a constant satisfying

\[(16.3.18) \quad 1 - \varepsilon - \varepsilon \max \left\{ W_\lambda(0) + C_1, \frac{1}{\varepsilon} \right\} \geq \frac{1}{2}. \]

Now we note that $\varepsilon \in (0, 1)$ satisfying (16.3.18) can be taken from the intermediate value theorem, and that $\varepsilon \in (0, 1)$ satisfying (16.3.18) is independent of $\lambda \in (0, \lambda_0)$ from the fact $W_\lambda(0) = \int_\Omega (u_{\text{init}} \log u_{\text{init}} - \chi_{\text{init}} u_{\text{init}} + \frac{1}{2} (|\nabla u_{\text{init}}|^2 + v_{\text{init}}^2))$. Since the Gagliardo–Nirenberg inequality and its application (see [144, Lemma 3.5]) entail

\[\frac{\lambda}{2} \int_\Omega u_\lambda^3 \leq \varepsilon \|u_\lambda\|_{L^2(\Omega)}^2 \|u_\lambda \log u_\lambda\|_{L^1(\Omega)} + C_2(\|u_\lambda \log u_\lambda\|_{L^1(\Omega)}^3 + \|u_\lambda\|_{L^1(\Omega)}^2)\]

and

\[-\frac{\lambda}{2} \int_\Omega u_\lambda^2 (v_\lambda)_t \leq C_3 \lambda (\|(v_\lambda)_t\|_{L^2(\Omega)}^2 (\|\nabla u_\lambda\|_{L^2(\Omega)} \|u_\lambda\|_{L^2(\Omega)} + \|u_\lambda\|_{L^2(\Omega)}^2)) \leq \varepsilon \|\nabla u_\lambda\|_{L^2(\Omega)} + \left( C_4 \lambda^2 (\|(v_\lambda)_t\|_{L^2(\Omega)}^2 + \frac{1}{4}) \right) \|u_\lambda\|_{L^2(\Omega)}^2\]

with some $C_2, C_3, C_4 > 0$, the relation (16.3.17) with the nonnegativity of $v_\lambda$ tells us that

\[\frac{1}{2} \frac{d}{dt} \int_\Omega u_\lambda^2 + (1 - \varepsilon - \varepsilon \|u_\lambda \log u_\lambda\|_{L^1(\Omega)}) \int_\Omega |\nabla u_\lambda|^2 \leq \left( C_4 \lambda^2 (\|(v_\lambda)_t\|_{L^2(\Omega)}^2 + \frac{1}{4}) \right) \int_\Omega u_\lambda^2 + C_2(\|u_\lambda \log u_\lambda\|_{L^1(\Omega)}^3 + \|u_\lambda\|_{L^1(\Omega)}^2).\]

Noticing from the definition of $\varepsilon \in (0, 1)$ (see (16.3.18)) and (16.3.15) that

\[1 - \varepsilon - \varepsilon \|u_\lambda(\cdot, t) \log u_\lambda(\cdot, t)\|_{L^1(\Omega)} \geq \frac{1}{2}\]

holds for all $t \in (0, T_{\text{max, \lambda}})$ and $\lambda \in (0, \lambda_0)$, we infer from the application of the Gagliardo–Nirenberg inequality

\[\|u_\lambda\|_{L^2(\Omega)} \leq \|\nabla u_\lambda\|_{L^2(\Omega)}^2 + C_5 \|u_\lambda\|_{L^1(\Omega)}^2\]

with some $C_5 > 0$ that

\[(16.3.19) \quad \frac{1}{2} \frac{d}{dt} \int_\Omega u_\lambda^2 + \frac{1}{2} \left( \frac{1}{2} - C_4 \lambda^2 (\|(v_\lambda)_t\|_{L^2(\Omega)}^2) \right) \int_\Omega u_\lambda^2 \leq C_6(\|u_\lambda \log u_\lambda\|_{L^1(\Omega)}^3 + \|u_\lambda\|_{L^1(\Omega)}^2) \leq \frac{1}{2} L\]

with some $C_6 > 0$ and $L > 0$. Now we put

\[y(t) := \int_\Omega u_\lambda^2(\cdot, t)\]
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and
\[
\phi(t) := \frac{1}{2} t - \frac{C_4 \lambda^2}{2} \int_0^t \|(v_\lambda)_t(\cdot, s)\|_{L^2(\Omega)}^2 \, ds.
\]
Then from the differential inequality (16.3.19), we establish that
\[
y(t) \leq y(0)e^{-\phi(t)} + Le^{-\phi(t)} \int_0^t e^{\phi(s)} \, ds
\]
for all \( t \in (0, T_{\text{max},\lambda}) \) and \( \lambda \in (0, \lambda_0) \).

Thus the boundedness of \( \phi(t) \)
\[
\frac{1}{2} t - \frac{C_4 \lambda_0}{2 \chi} (|W_\lambda(0)| + C_1) \leq \phi(t) \leq \frac{1}{2} t \quad (t \in (0, T_{\text{max},\lambda}), \ \lambda \in (0, \lambda_0))
\]
(from (16.3.16)) entails that there is \( C_7 = C_7(\lambda_0) > 0 \) such that
\[
y(t) \leq y(0)e^{-\phi(t)} + Le^{-\phi(t)} \int_0^t e^{\phi(s)} \, ds \leq C_7
\]
for all \( t > 0 \) and \( \lambda \in (0, \lambda_0) \), which means the end of the proof.

Thanks to Lemma 16.3.4, we attain global existence and uniform-in-\( \lambda \in (0, \lambda_0) \) boundedness of the solution \((u_\lambda, v_\lambda)\) to the 2-dimensional Keller–Segel system.

**Lemma 16.3.5.** Assume that \( u_{\text{init}} \) satisfies
\[
\|u_{\text{init}}\|_{L^1(\Omega)} < \frac{4\pi}{\chi},
\]
Then \( T_{\text{max},\lambda} = \infty \) holds, and for all \( \lambda_0 > 0 \) there exists \( C > 0 \) such that
\[
\|u_\lambda(\cdot, t)\|_{L^\infty(\Omega)} \leq C
\]
for all \( t \in (0, \infty) \) and all \( \lambda \in (0, \lambda_0) \).

**Proof.** A combination of Lemmas 16.2.2 and 16.3.4, along with the extensibility criterion leads to this lemma.

**16.4. Convergence**

In this section we will show that solutions of (16.1.1) converge to those of (16.1.2). Here we assume that there exists a unique global classical solution \((u_\lambda, v_\lambda)\) of (16.1.1) such that for all \( \lambda_0 > 0 \) there is \( C > 0 \) independent of \( \lambda \in (0, \lambda_0) \) such that,
\[
\|u_\lambda(\cdot, t)\|_{L^\infty(\Omega)} + \|v_\lambda(\cdot, t)\|_{W^{1,\theta}(\Omega)} \leq C
\]
for all \( t > 0 \) and all \( \lambda \in (0, \lambda_0) \), which is established by Lemmas 16.3.3 and 16.3.5.

Arguments in this section are based on those in the proof of [188, Theorem 1.1]; thus I shall only show brief proofs. We first confirm the following lemma which is a cornerstone of this work.
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Lemma 16.4.1. For all sequences of numbers \( \{\lambda_n\}_{n \in \mathbb{N}} \subset (0, \lambda_0) \) satisfying \( \lambda_n \searrow 0 \) as \( n \to \infty \) there exist a subsequence \( \lambda_{n_j} \searrow 0 \) and functions
\[
\begin{align*}
u \in \mathcal{C}(\bar{\Omega} \times [0, \infty)) \cap C^{2,1}(\bar{\Omega} \times (0, \infty)) \quad \text{and} \quad \nu \in \mathcal{C}(\bar{\Omega} \times (0, \infty)) \cap L^\infty(0, \infty; W^{1,q}(\Omega))
\end{align*}
\]
such that
\[
\begin{align*}
u_{\lambda_{n_j}} & \to \nu \quad \text{in} \mathcal{C}_{\text{loc}}(\bar{\Omega} \times [0, \infty)), \\
v_{\lambda_{n_j}} & \to v \quad \text{in} \mathcal{C}_{\text{loc}}(\bar{\Omega} \times (0, \infty)) \cap L^2_{\text{loc}}((0, \infty); W^{1,2}(\Omega))
\end{align*}
\]
as \( j \to \infty \). Moreover, \( (u, v) \) solves (16.1.2) classically.

Remark 16.4.1. This lemma also gives that global existence and boundedness in (16.1.2) hold under the condition that there is a unique global bounded solution in (16.1.1) which is bounded uniformly in \( \lambda \in (0, \lambda_0) \).

Proof. Similar arguments in the proof of [188, Theorem 1.1] enable us to have this lemma; thus we only write a laugh sketch of the proof. From the assumption in this section and the standard parabolic regularity argument [156, Theorem 1.3] we see that \( \{u_\lambda\}_{\lambda \in (0, \lambda_0)} \) is bounded in \( C^{\alpha, \beta}_{\text{loc}}(\bar{\Omega} \times [0, \infty)) \) with some \( \alpha \in (0, 1) \). Thus the Arzelà–Ascoli theorem and the boundedness of \( \|\nabla u_\lambda\|_{L^\infty(0, \infty; W^{1,q}(\Omega))} \) yields that we can find a subsequence \( \lambda_{n_j} \searrow 0 \) and functions
\[
\begin{align*}u \in C^{\alpha, \beta}_{\text{loc}}(\bar{\Omega} \times [0, \infty)) \quad \text{and} \quad v \in L^\infty(0, \infty; W^{1,q}(\Omega))
\end{align*}
\]
satisfying
\[
\begin{align*}u_{\lambda_{n_j}} & \to u \quad \text{in} \mathcal{C}_{\text{loc}}(\bar{\Omega} \times [0, \infty)) \quad \text{and} \quad v_{\lambda_{n_j}} \overset{*}{\rightharpoonup} v \quad \text{in} \mathcal{C}_{\text{loc}}(\bar{\Omega} \times (0, \infty)) \cap L^2_{\text{loc}}((0, \infty); W^{1,2}(\Omega))
\end{align*}
\]
as \( j \to \infty \). Then these convergences with arguments in the proof of [188, Lemma 5.1] imply that \( v(\cdot, t) \in W^{1,2}(\Omega) \) and
\[
\begin{align*}\int_{\Omega} \nabla v(\cdot, t) \cdot \nabla \psi + \int_{\Omega} v(\cdot, t) \psi = \int_{\Omega} u(\cdot, t) \psi \quad \text{for all} \psi \in W^{1,2}(\Omega)
\end{align*}
\]
a.a. \( t \in (0, \infty) \). This identity with arguments in the proof of [188, Lemma 5.2] entails that for all \( T > 0 \) there is \( C_1(T) > 0 \) such that
\[
\|v(\cdot, t)\|_{W^{1,2}(\Omega)} \leq C_1(T) \quad \text{a.a.} \quad t \in (0, T),
\]
and moreover, on redefining \( v(\cdot, t) \) for \( t \) in a null set and \( t = 0, T \) if necessary, we have that \( v \in C^{\theta_1}_{\text{loc}}([0, \infty); W^{1,2}(\Omega)) \) with some \( \theta_1 \in (0, 1) \). Thanks to this regularity of \( v \) we can see that for all \( T > 0 \) there is \( C_2(T) > 0 \) such that
\[
\|v(\cdot, t)\|_{C^{2+\theta_2}_{\text{loc}}(\Omega)} \leq C_2(T) \quad \text{for all} \ t \in (0, T)
\]
with some \( \theta_2 \in (0, 1) \) and that \( v \) satisfies
\[
\begin{align*}
\begin{cases}
-\Delta v + v = u & \text{in} \ \Omega \times (0, \infty), \\
\nabla v \cdot \nu = 0 & \text{on} \ \partial \Omega \times (0, \infty)
\end{cases}
\end{align*}
\]
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in the classical sense. Then through an estimate of \( \|v_t\|_{L^2_{\text{loc}}(\Omega \times (0,\infty))} \) (from arguments in
the proofs of [188, Lemmas 3.5,3.6 and 5.5]), we infer from arguments in the proof of
[188, Lemma 5.6] that

\[
(16.4.2) \quad v_{n_j} \to v \quad \text{in } L^\infty((0,\infty); L^2(\Omega)),\\
\nabla v_{n_j} \to \nabla v \quad \text{in } L^2_{\text{loc}}(\Omega \times (0,\infty))
\]
as \( \lambda = \lambda_{n_j} \downarrow 0 \). Therefore the convergences stated in (16.4.1) and (16.4.2) with similar
arguments in the proof of [188, Lemma 6.1] ensure that \( u \in C^{2+\theta_3,1+\frac{\theta_3}{2}}_{\text{loc}}(\Omega \times (0,\infty)) \) with
some \( \theta_3 \in (0,1) \) and that \( u \) satisfies

\[
\begin{cases}
    u_t = \Delta u - \chi \nabla \cdot (u \nabla v) & \text{in } \Omega \times (0,\infty), \\
    \nabla u \cdot \nu = 0 & \text{on } \partial \Omega \times (0,\infty), \\
    u(\cdot,0) = u_{\text{init}} & \text{in } \Omega,
\end{cases}
\]
which implies that this lemma holds.

We next verify the following lemma which implies that the pair of functions \((u,v)\) provided by Lemma 16.4.1 is independent of a choice of a sequence \( \lambda_n \downarrow 0 \).

**Lemma 16.4.2.** A solution \((\overline{u},\overline{v})\) of (16.1.2) satisfying

\[
\overline{u} \in C(\overline{\Omega} \times [0,\infty)) \cap C^{2,1}(\overline{\Omega} \times (0,\infty))
\]
and

\[
\overline{v} \in C^{2,0}(\overline{\Omega} \times (0,\infty)) \cap L^\infty(0,\infty; W^{1,2}(\Omega))
\]
is unique.

**Proof.** Let \((\overline{u}_1,\overline{v}_1)\) and \((\overline{u}_2,\overline{v}_2)\) be solutions to (16.1.2) and put \( y(x,t) := \overline{u}_1(x,t) - \overline{u}_2(x,t) \)
for \((x,t) \in \Omega \times (0,\infty)\). Then aided by the Gronwall-type argument similar to that in the
proof of [164, Lemma 2.1], we infer that \( y(x,t) = 0 \), which concludes the proof.

Finally we shall establish convergence of the solution \((u_\lambda,v_\lambda)\) for (16.1.1) as \( \lambda \downarrow 0 \).

**Lemma 16.4.3.** The solution \((u_\lambda,v_\lambda)\) of (16.1.1) with \( \lambda \in (0,\lambda_0) \) satisfies that

\[
u_\lambda \to u \quad \text{in } C_{\text{loc}}(\overline{\Omega} \times [0,\infty)),
\]

\[
v_\lambda \to v \quad \text{in } C_{\text{loc}}(\overline{\Omega} \times (0,\infty)) \cap L^2_{\text{loc}}((0,\infty); W^{1,2}(\Omega))
\]
as \( \lambda \downarrow 0 \), where \((u,v)\) is the solution of (16.1.2) provided by Lemma 16.4.1.

**Proof.** Lemmas 16.4.1 and 16.4.2 yield that there exists the pair of the functions \((u,v)\)
such that for any sequences \( \{\lambda_n\}_{n \in \mathbb{N}} \subset (0,\lambda_0) \) satisfying \( \lambda_n \downarrow 0 \) as \( n \to \infty \) there is a
subsequence \( \lambda_{n_j} \downarrow 0 \) such that

\[
u_{\lambda_{n_j}} \to u \quad \text{in } C_{\text{loc}}(\overline{\Omega} \times [0,\infty)),
\]
and moreover that

\[
v_{\lambda_{n_j}} \to v \quad \text{in } C_{\text{loc}}(\overline{\Omega} \times (0,\infty)) \cap L^2_{\text{loc}}((0,\infty); W^{1,2}(\Omega))
\]
as \( j \to \infty \), which enables us to see this lemma.
Proof of Theorem 16.1.1. Lemmas 16.3.3 and 16.4.3 show Theorem 16.1.1.

Proof of Corollary 16.1.2. Put $\varepsilon_1 = \varepsilon_1(p, \chi, |\Omega|) := \sup_{q \in (n, \infty)} \varepsilon_0(p, q, \chi, |\Omega|)$ and let $u_{\text{init}}$ satisfy $\|u_{\text{init}}\|_{L^p(\Omega)} < \varepsilon_1$. Then we can pick $q > n$ such that
\[
\|u_{\text{init}}\|_{L^p(\Omega)} < \varepsilon_0(p, q, \chi, |\Omega|).
\]
Now we choose $v_{\text{init}} \in W^{1,q}(\Omega)$ satisfying $\|\nabla v_{\text{init}}\|_{L^q(\Omega)} < \varepsilon_0$. By virtue of Theorem 16.1.1, we can prove Corollary 16.1.2.

Proof of Theorem 16.1.3. A combination of Lemmas 16.3.5 and 16.4.3 enables us to obtain Theorem 16.1.3.

Proof of Corollary 16.1.4. Theorem 16.1.3 directly leads to Corollary 16.1.4.
Chapter 17

Convergence of solutions to chemotaxis system to solutions of Fisher–KPP equation

17.1. Motivation and results

The Fisher-KPP equation ([47, 92])

\( u_t = \Delta u + \mu u(1 - u) \)  \hspace{1cm} (17.1.1)

modelling the spread and growth of a biological population - or, in the original setting, of the prevalence of an advantageous gene within the population ([47]) - is well-studied and clearly of interest on its own, and there is a large corpus of literature bearing witness to this, ranging from articles on existence and speed ([47, 92]) or stability ([78]) of travelling waves, long-term behaviour of solutions and a 'hair-trigger effect' (i.e. instability of the rest state \( u \equiv 0 \)) ([3]) to treatments of system variants in a heterogeneous environment ([9]), with nonlinear ([106]) or fractional ([163]) diffusion or nonlocal interaction ([65]), spatio-temporal delays ([1]), or investigations of the spreading as free boundary problem ([39]), to name but a few. At the same time owing to the rather simple structure of the equation, it is no wonder that (17.1.1) makes an appearance as constituent of more complex models. In the present chapter, we shall view chemotaxis systems with logistic growth terms as perturbation of (17.1.1) and ask to what extent the behaviour of solutions to (17.1.1) is altered in the presence of weak chemotactic effects.

The Keller-Segel model ([89], see also the surveys [74, 5]) has arisen from the ambition to understand chemotaxis, i.e. the partially directed movement of cells (bacteria, slime mould, etc.; with density denoted by \( u \)) in the direction indicated by concentration gradient of a signal substance (concentration \( v \)) they themselves produce:

\[
\begin{align*}
  u_t &= \Delta u - \chi \nabla \cdot (u \nabla v) + f(u), \\
  \tau v_t &= \Delta v - v + u,
\end{align*}
\]  \hspace{1cm} (17.1.2)

Herein, the constant \( \chi \) stands for the chemotactic sensitivity and \( f \) is used to denote growth terms, one of the most natural forms (apart from \( f \equiv 0 \)) being \( f(u) = u - u^2 \).
The model plays an important role in the mathematical study of emergence of pattern and structure in many different biological contexts (see [71]), e.g. slime mould formation, bacterial patterning, embryonic development, progression of cancer, and has spawned an abundance of mathematical literature over the past decades (see [74, 5] and the references therein). In particular in the presence of logistic source terms like \( f(u) = \kappa u - \mu u^2 \) (cf. also [71, Sec. 2.8]) structure formation can be observed in (17.1.2), as witnessed by the numerical experiments in [154] or [41], attractor results in [152] and transient growth phenomena demonstrated in [200, 99, 205].

Let us recall some known results about this system: In the simplified parabolic-elliptic case (i.e. \( \tau = 0 \)), with \( f(u) \) generalizing \( f(u) = \kappa u - \mu u^2 \), Tello and Winkler proved the existence of global weak solutions and global classical solutions if \( \mu > \frac{u-2}{n} \). They also showed convergence of solutions to the constant steady state under a stricter condition on the source terms. Very weak solutions have been constructed for sources of the form \( f(u) = \kappa u - \mu u^a \) for \( a > 2 - \frac{1}{n} \) in [192].

As to the fully parabolic case of (17.1.2) \( (\tau = 1, \text{again with } f(u) = \kappa u - \mu u^2) \) it is known that globally bounded classical solutions exist in two-dimensional domains ([152]) or if \( \mu \) is sufficiently large ([195]); these solutions converge, provided a further largeness requirement is satisfied by \( \mu ([199]) \). For any positive \( \mu \), global weak solutions exist ([100]), which moreover in three-dimensional settings are known to become classical after some waiting time and enter an absorbing ball in \( C^{2+\alpha} \) if \( \kappa \) is sufficiently small ([100]).

Extensive studies regarding the interplay of exponents \( \alpha \) and \( \beta \) with respect to global existence of bounded solutions to the system obtained from (17.1.2) upon replacing the production term \( +u \) in the second equation by, roughly speaking, \( +u^2 \) and with \( f(u) = u - u^a \) have been conducted by Nakaguchi and Osaki ([146, 147]). The existence of very weak solutions to (17.1.2) with \( f(u) = u - u^a \), \( a > 2 - \frac{1}{n} \), has been established by Viglialoro ([181]) for bounded domains of arbitrary dimension. The convergence rate of solutions for both the parabolic-elliptic and the parabolic-parabolic variant of (17.1.2) has recently been studied by He and Zheng ([67]).

Letting different parameters in (17.1.2) tend to zero can help uncover dynamical properties in (17.1.2) and the relation to affiliated models. In [200, 99], considering \( \varepsilon \rightarrow 0 \) in

\[
\begin{align*}
  u_t &= \varepsilon \Delta u - \nabla \cdot (u \nabla v) + \kappa u - \mu u^2 \\
  0 &= \Delta v - v + u
\end{align*}
\]

(17.1.3)

was used to obtain insight into some transient growth phenomenon of solutions from a blow-up result in the hyperbolic-elliptic limit system (17.1.3) with \( \varepsilon = 0 \), both in the one-dimensional ([200]) and in the higher-dimensional radially symmetric case ([99]). For quite general choices of \( f \), system (17.1.2) had been suggested and investigated by Mimura and Tsujikawa ([125]). Inter alia, they considered the limit \( \varepsilon \rightarrow 0 \) of the time-rescaled system with Allee effect

\[
\begin{align*}
  u_t &= \varepsilon^2 \Delta u - \varepsilon \nabla \cdot (u \nabla v) + u(1 - u)(u - a), \\
  v_t &= \Delta v + u - v,
\end{align*}
\]

\( a \in (0, \frac{1}{2}) \), thus showing the existence of localized aggregating patterns.
In the present part, we want to investigate the disturbances to Fisher-KPP dynamics caused by weak chemotactic effects and hence consider the system

\begin{align}
(u_\varepsilon)_t &= \Delta u_\varepsilon - \varepsilon \nabla \cdot (u_\varepsilon \nabla v_\varepsilon) + \mu u_\varepsilon (1 - u_\varepsilon), \quad x \in \Omega, \ t > 0, \\
(v_\varepsilon)_t &= \Delta v_\varepsilon - v_\varepsilon + u_\varepsilon, \quad x \in \Omega, \ t > 0, \\
\frac{\partial u_\varepsilon}{\partial \nu} &= 0, \quad x \in \partial \Omega, \ t > 0, \\
\left. u_\varepsilon \right|_{t=0} &= u_{\text{init}}(x), \quad \left. v_\varepsilon \right|_{t=0} = v_{\text{init}}(x), \quad x \in \Omega,
\end{align}

in a bounded convex domain $\Omega \subset \mathbb{R}^n$ ($n \in \mathbb{N}$) with smooth boundary, where $\mu > 0$ and $\varepsilon > 0$ is to be small. We will compare its solutions to those of

\begin{align}
\left\{
\begin{array}{ll}
(u_t) = \Delta u + \mu (1 - u), & x \in \Omega, \ t > 0, \\
\frac{\partial u}{\partial \nu} = 0, & x \in \partial \Omega, \ t > 0, \\
\left. u \right|_{t=0} &= u_{\text{init}}(x), & x \in \Omega,
\end{array}
\right.
\end{align}

and where $\varepsilon > 0$ is to be small. We will compare its solutions to those of

Whereas large chemotaxis terms can cause significantly altered solution behaviour (cf. e.g. [177], Thm. 4.3), intuition leads to surmise that in presence of weak chemotactic effects, solutions to (17.1.4) should be close to solutions of (17.1.6). For example, as $\varepsilon \to 0$, one might expect convergence in some $L^p(\Omega)$ on each finite time interval. We will prove that the solutions converge \textit{uniformly} in $\Omega \times (0, \infty)$ and moreover show that this convergence is \textit{linear} in the chemotactic strength $\varepsilon$:

\textbf{Theorem 17.1.1.} Let $n \in \mathbb{N}$ and let $\Omega \subset \mathbb{R}^n$ be a bounded convex domain with smooth boundary. Let $\mu > 0$ and suppose that $(u_{\text{init}}, v_{\text{init}})$ satisfies (17.1.5). Then there are $\varepsilon_0 > 0$ and $C > 0$ such that for all $\varepsilon \in [0, \varepsilon_0]$, (17.1.4) has a global classical solution and that for all $\varepsilon \in (0, \varepsilon_0)$ the solution $u_\varepsilon$ to (17.1.4) and the solution $u$ to (17.1.6) satisfy

\begin{align}
\sup_{t > 0} \|u_\varepsilon(\cdot, t) - u(\cdot, t)\|_{L^\infty(\Omega)} \leq C \varepsilon.
\end{align}

Having ensured global existence and some uniform bounds for $u_\varepsilon$ and $\nabla v_\varepsilon$ in Section 17.2, in Section 17.3 we will first take care of convergence of $u_\varepsilon$ to $u$ on finite time intervals $[0, T]$. The key to this proof lies in the derivation of a differential inequality for $\int_\Omega \omega_\varepsilon^{2k}$ for the difference $\omega_\varepsilon := u_\varepsilon - u$ and sufficiently large $k$ (Lemma 17.3.1). This inequality yields an $L^{2k}(\Omega)$-estimate for $\omega_\varepsilon$, which in Lemma 17.3.3 will be turned into a corresponding $L^\infty(\Omega)$-information. In preparation of a comparison from below (Lemma 17.4.5), we provide a uniform bound for $\|\Delta v_\varepsilon\|_{L^\infty(\Omega)}$ (Lemma 17.4.3) and a positive lower bound for $u_\varepsilon$ at some positive time (Lemma 17.4.4). The lower estimate obtained from Lemma 17.4.5 can then be inserted into the differential inequality from Lemma 17.3.1, dealing with the difference on the remaining interval $(T, \infty)$ and in Section 17.5 finally proving Theorem 17.1.1.
17.2. Global existence and uniform-in-ε boundedness

In this section we shall show global existence and uniform-in-ε boundedness of solutions to (17.1.4). Firstly we will recall the well-known result about local existence of solutions to (17.1.4) (see [195, Lemma 1.1], [199, Lemma 2.1]).

**Lemma 17.2.1.** Let $\varepsilon \in [0, \infty)$, $\mu > 0$, and suppose that $(u_{\text{init}}, v_{\text{init}})$ satisfies (17.1.5). Then there exist $T_{\text{max},\varepsilon} \in (0, \infty]$ and a classical solution $(u_\varepsilon, v_\varepsilon)$ of (17.1.4) in $\Omega \times (0, T_{\text{max},\varepsilon})$, which satisfy

\begin{equation}
\text{either } T_{\text{max},\varepsilon} = \infty \text{ or } \limsup_{t \uparrow T_{\text{max},\varepsilon}} \|u_\varepsilon(\cdot, t)\|_{L^\infty(\Omega)} = \infty.
\end{equation}

Moreover, this solution is uniquely determined in the class of function couples such that

\begin{align*}
&u_\varepsilon \in C(\overline{\Omega} \times [0, T_{\text{max},\varepsilon})) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\text{max},\varepsilon})) \quad \text{and} \\
v_\varepsilon \in C^0(\overline{\Omega} \times [0, T_{\text{max},\varepsilon})) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\text{max},\varepsilon})) \cap L^\infty((0, T_{\text{max},\varepsilon}); W^{1,\infty}(\Omega)).
\end{align*}

Throughout the sequel, we keep $n \in \mathbb{N}$, $\Omega \subset \mathbb{R}^n$, $\mu > 0$ and initial data $u_{\text{init}}$ and $v_{\text{init}}$ satisfying (17.1.5) fixed and, without loss of generality, assume $u_{\text{init}} \neq 0$. (If $u_{\text{init}} \equiv 0$, also $u \equiv 0$ and $u_\varepsilon \equiv 0$ for any $\varepsilon > 0$, and (17.1.7) trivially holds true.) Moreover, we let $T_{\text{max},\varepsilon}$ and $(u_\varepsilon, v_\varepsilon)$ be as given by Lemma 17.2.1. We also denote the solution of (17.1.6) by $u = u_0$.

To simplify notation we shall abbreviate the deviations from the nonzero homogeneous steady state by introducing

\begin{equation}
U_\varepsilon(x, t) := u_\varepsilon(x, t) - 1 \quad \text{and} \quad V_\varepsilon(x, t) := v_\varepsilon(x, t) - 1
\end{equation}

for $x \in \overline{\Omega}$ and $t > 0$. Then by straightforward computation it follows that $(U_\varepsilon, V_\varepsilon)$ solves

\begin{align}
(U_\varepsilon)_t &= \Delta U_\varepsilon - \varepsilon \nabla \cdot (u_\varepsilon \nabla V_\varepsilon) - \mu U_\varepsilon - \mu U_\varepsilon^2, \quad x \in \Omega, \ t > 0, \\
(V_\varepsilon)_t &= \Delta V_\varepsilon - V_\varepsilon + U_\varepsilon, \quad x \in \Omega, \ t > 0, \\
\frac{\partial u_\varepsilon}{\partial \nu} &= \frac{\partial v_\varepsilon}{\partial \nu} = 0, \quad x \in \partial \Omega, \ t > 0, \\
U_\varepsilon(x, 0) &= u_{\text{init}}(x) - 1, \ V_\varepsilon(x, 0) = v_{\text{init}}(x) - 1, \quad x \in \Omega.
\end{align}

We will prove global existence and boundedness of solutions to (17.1.4). For the pointwise comparison argument (cf. [199, Lemma 3.1]) used in this proof, convexity of the domain is essential.

**Lemma 17.2.2.** For any $\varepsilon \in [0, \frac{4\mu}{n})$, the solution of (17.1.4) exists globally. Moreover, there is $c_1 > 0$ such that

\begin{equation}
\|u_\varepsilon(\cdot, t)\|_{L^\infty(\Omega)} \leq c_1 e^{-t} + 1 + \frac{(\mu - 1)^2 + n\varepsilon}{4\mu - n\varepsilon}
\end{equation}

for all $t > 0$ and for all $\varepsilon \in [0, \frac{4\mu}{n})$. 
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Proof. With $U_\varepsilon$ and $V_\varepsilon$ as defined in (17.2.2), we let

$$ z_\varepsilon(x,t) := U_\varepsilon(x,t) + \frac{\varepsilon}{2} |\nabla V_\varepsilon(x,t)|^2 \quad \text{for } x \in \overline{\Omega} \text{ and } t \in (0,T_{\text{max},\varepsilon}). $$

Then $z_\varepsilon$ satisfies

$$ (z_\varepsilon)_t - \Delta z_\varepsilon + z_\varepsilon = -\varepsilon |D^2 V_\varepsilon|^2 - \varepsilon u_\varepsilon \Delta V_\varepsilon - (\mu - 1) U_\varepsilon - \mu U_\varepsilon - \varepsilon |\nabla V_\varepsilon|^2 $$

$$ \leq \frac{n\varepsilon}{4} U_\varepsilon^2 + \frac{n\varepsilon}{2} U_\varepsilon + \frac{n\varepsilon}{4} - (\mu - 1) U_\varepsilon - \mu U_\varepsilon^2 $$

$$ \leq \frac{(\frac{n\varepsilon}{4} - \mu + 1)^2}{4 (\mu - \frac{n\varepsilon}{4})} + \frac{n\varepsilon}{4} $$

$$ = \frac{(\mu - 1)^2 + n\varepsilon}{4\mu - n\varepsilon} $$

for all $x \in \Omega$ and $t \in (0,T_{\text{max},\varepsilon})$, where we have used the condition $4\mu > n\varepsilon$ (for more detail, see [199, Lemma 3.1]). In order to derive an estimate for $z_\varepsilon$ itself from this, we note that since $\Omega$ is convex and $\frac{\partial v_\varepsilon}{\partial v} = 0$ on $\partial \Omega$, we have

$$ \frac{\partial |\nabla v_\varepsilon|^2}{\partial v} \leq 0 \quad \text{on } \partial \Omega $$

(see [116, Lemme 2.1]) and hence also $\frac{\partial v_\varepsilon}{\partial v} \leq 0$ on $\partial \Omega$. We define $y_{\varepsilon 0} := \|U_\varepsilon(\cdot,0)\|_{L^\infty(\Omega)} + \frac{n\varepsilon}{2}\|\nabla V_\varepsilon(\cdot,0)\|^2_{L^\infty(\Omega)} > 0$, and denote by $y_\varepsilon : [0,\infty) \to \mathbb{R}$ the function solving

$$ \begin{cases} 
 y'_\varepsilon(t) + y_\varepsilon(t) = \frac{(\mu-1)^2+n\varepsilon}{4\mu-n\varepsilon}, & t > 0, \\
 y_\varepsilon(0) = y_{\varepsilon 0}. 
 \end{cases} $$

By the comparison theorem we obtain that

$$ 0 \leq u_\varepsilon(\cdot,t) = U_\varepsilon(\cdot,t) + 1 \leq y(t) + 1 \leq c_1 e^{-t} + 1 + \frac{(\mu - 1)^2 + n\varepsilon}{4\mu - n\varepsilon}, $$

where $c_1 := \|U_\varepsilon(\cdot,0)\|_{L^\infty(\Omega)} + \frac{2\varepsilon}{n}\|\nabla V_\varepsilon(\cdot,0)\|^2_{L^\infty(\Omega)}$. In view of (17.2.1) we complete the proof, seeing that actually $T_{\text{max},\varepsilon} = \infty$. \hfill $\Box$

In the next lemma we aim at deriving a bound for $\nabla v_\varepsilon$. We restrict the admissible values for $\varepsilon$ to a smaller range than in Lemma 17.2.2 in order to establish the estimate independently of $\varepsilon$, in contrast to the right-hand side of (17.2.4).

Lemma 17.2.3. There exist $c_2 > 0$ and $\lambda_1 > 0$ such that

$$ \|\nabla v_\varepsilon(\cdot,t)\|_{L^\infty(\Omega)} \leq c_2 (1 + e^{-t} + e^{-(1+\lambda_1)t}) $$

for all $t \geq 0$ and all $\varepsilon \in [0,\frac{2\mu}{n})$.

Proof. We note that

$$ \frac{(\mu - 1)^2 + n\varepsilon}{4\mu - n\varepsilon} \leq \frac{(\mu - 1)^2 + 2\mu}{4\mu - 2\mu} = \frac{\mu^2 + 1}{2\mu} \quad \text{for all } \varepsilon \in \left[0, \frac{2\mu}{n}\right), $$
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so that according to Lemma 17.2.2 the estimate
\[ \|u_\varepsilon(\cdot, t)\|_{L^\infty(\Omega)} \leq c_1 e^{-t} + 1 + \frac{\mu^2 + 1}{2\mu} \leq c_1 + 1 + \frac{\mu^2 + 1}{2\mu} =: c_3 \]
holds for all \( t > 0 \) and all \( \varepsilon \in [0, \frac{2n}{m}) \). By means of a variation-of-constants representation for \( v \), we have
\[ \nabla v_\varepsilon(\cdot, t) = \nabla e^{t(\Delta - 1)} v_{\text{init}} + \int_0^t \nabla e^{(t-s)(\Delta - 1)} u_\varepsilon(\cdot, s) \, ds \quad \text{for all } t > 0. \]
Known smoothing estimates for the Neumann heat semigroup in \( \Omega \) (more precisely: the limit case \( p \to \infty \) in Lemma 2.2.2 (iii)) provide us with constants \( c_4 > 0 \) and \( c_5 > 0 \) such that
\[ \| \nabla e^{\tau(\Delta - 1)} \varphi \|_{L^\infty(\Omega)} \leq c_4 e^{-\lambda_1 \tau} \| \nabla \varphi \|_{L^\infty(\Omega)} \quad \text{for all } \tau > 0 \text{ and all } \varphi \in W^{1,\infty}(\Omega). \]
Accordingly,
\[ \| \nabla e^{(t-s)(\Delta - 1)} v_{\text{init}} \|_{L^\infty(\Omega)} \leq c_4 e^{-(1+\lambda_1)t} \| \nabla v_{\text{init}} \|_{L^\infty(\Omega)}. \]
Similarly employing Lemma 2.2.2, we gain \( c_5 > 0 \) such that
\[
\int_0^t \| \nabla e^{(t-s)(\Delta - 1)} u_\varepsilon(\cdot, s) \|_{L^\infty(\Omega)} \, ds \leq c_3 \int_0^t (t-s)^{-\frac{1}{2}} e^{-(1+\lambda_1)(t-s)} \| u_\varepsilon(\cdot, s) \|_{L^\infty(\Omega)} \, ds \\
\leq c_3 c_5 \int_0^t (t-s)^{-\frac{1}{2}} e^{-(1+\lambda_1)(t-s)} \, ds \\
\leq c_3 c_5 \int_0^\infty s^{-\frac{1}{2}} e^{-(1+\lambda_1)s} \, ds
\]
for all \( t > 0 \). Therefore we have (17.2.5) for all \( t > 0 \) and all \( \varepsilon \in [0, \frac{2n}{m}) \), with an obvious definition of \( c_2 > 0 \).

17.3. Local-in-time convergence to the Fisher–KPP equation

In this section we shall prove the convergence of solutions of (17.1.4) to those of the Fisher-KPP equation (17.1.6) on some interval \([0, T]\). We will begin with the key ingradient of both the proof on finite and on eventual time intervals: a differential inequality that will first lead to an estimate of \( L^{2k}\)-norms of the difference \( \omega_\varepsilon \):

**Lemma 17.3.1.** Let \( k \geq 1 \) be an integer. Then there is \( c_6(k) > 0 \) such that for all \( \varepsilon \in [0, \frac{2n}{m}) \)
\[ \omega_\varepsilon := u_\varepsilon - u \quad \text{in } \Omega \times (0, \infty) \]
satisfies
\[
(17.3.1) \quad \frac{d}{dt} \int_\Omega \omega_\varepsilon^{2k} \leq \varepsilon^{2k} c_6(k) + \mu k \int_\Omega \omega_\varepsilon^{2k} + 2k\mu \int_\Omega \omega_\varepsilon^{2k}(1 - u_\varepsilon - u) \]
on \((0, \infty)\).
Proof. We immediately see that \( \omega_\varepsilon \) satisfies
\[
(\omega_\varepsilon)_t = \Delta \omega_\varepsilon - \varepsilon \nabla \cdot (u_\varepsilon \nabla v_\varepsilon) + \mu \omega_\varepsilon - \mu (u_\varepsilon + u) \omega_\varepsilon \quad \text{in } \Omega \times (0, \infty).
\]

Multiplying the above equation by \( \omega_\varepsilon^{2k-1} \) and integrating over \( \Omega \), we can calculate
\[
\frac{d}{dt} \int_\Omega \omega_\varepsilon^{2k} = -2k(2k-1) \int_\Omega \omega_\varepsilon^{2k-2} |\nabla \omega_\varepsilon|^2 + \varepsilon 2k(2k-1) \int_\Omega \omega_\varepsilon^{2k-2} u_\varepsilon \nabla \omega_\varepsilon \cdot \nabla v_\varepsilon
\]
\[
+ 2k \mu \int_\Omega (1 - u_\varepsilon - u) \omega_\varepsilon^{2k}
\]
on \( (0, \infty) \). Two successive applications of Young’s inequality reveal that with some \( \varepsilon > 0 \) we have
\[
(17.3.2) \quad \varepsilon 2k(2k-1) \int_\Omega \omega_\varepsilon^{2k-2} u_\varepsilon \nabla \omega_\varepsilon \cdot \nabla v_\varepsilon \leq 2k(2k-1) \int_\Omega \omega_\varepsilon^{2k-2} |\nabla \omega_\varepsilon|^2
\]
\[
+ \frac{\varepsilon^2 2k(2k-1)}{2} \int_\Omega \omega_\varepsilon^{2k-2} u_\varepsilon^2 |\nabla v_\varepsilon|^2
\]
\[
\leq 2k(2k-1) \int_\Omega \omega_\varepsilon^{2k-2} |\nabla \omega_\varepsilon|^2 + k \mu \int_\Omega \omega_\varepsilon^{2k}
\]
\[
+ c_\gamma(k) \varepsilon 2k \int_\Omega u_\varepsilon^{2k} |\nabla v_\varepsilon|^{2k}
\]
for all \( \varepsilon \in [0, \frac{2n}{n}) \) and on \( (0, \infty) \), where thanks to Lemma 17.2.2 and Lemma 17.2.3 we may further estimate
\[
(17.3.3) \quad c_\gamma(k) \int_\Omega u_\varepsilon^{2k} |\nabla v_\varepsilon|^{2k} \leq c_6(k) \quad \text{on } (0, \infty)
\]
for some \( c_6(k) > 0 \) independent of \( \varepsilon \in [0, \frac{2n}{n}) \), so that a combination of (17.3.2), (17.3.3) and (17.3.4) finally yields (17.3.1). \( \Box \)

Corollary 17.3.2. Let \( k \geq 1 \) be an integer and let \( c_6(k) \) be as in Lemma 17.3.1. Then, for any \( \varepsilon \in [0, \frac{2n}{n}) \), the function \( u_\varepsilon \) satisfies
\[
\|u_\varepsilon(\cdot, t) - u(\cdot, t)\|_{L^{2k}(\Omega)} \leq \sqrt{n} \varepsilon c_6(k) \varepsilon e^{\frac{3n}{2} t} \quad \text{for any } t > 0.
\]

Proof. Nonnegativity of \( u_\varepsilon \) and \( u \) together with Lemma 17.3.1 show that
\[
\frac{d}{dt} \int_\Omega \omega_\varepsilon^{2k} \leq 3k \mu \int_\Omega \omega_\varepsilon^{2k} + c_6(k) \varepsilon 2k \quad \text{on } (0, \infty),
\]
which upon an ODE comparison argument and radication readily results in the Corollary, due to the fact that \( \omega_\varepsilon(\cdot, 0) \equiv 0 \). \( \Box \)

We employ semigroup techniques to upgrade these estimates to uniform bounds.
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Lemma 17.3.3. Let $q > \frac{n}{2}$ and $p > n$. There is $c_8 > 0$ such that for any $T > 0$ and any $z_0 \in C(\Omega)$, $f \in C((0,T); C^1(\partial\Omega; \mathbb{R}^N))$, $g \in C(\Omega \times (0,T))$, the solution $z$ of

$$z(\cdot,0) = z_0 \text{ in } \Omega, \quad \partial_\nu z|_{\partial\Omega} = 0, \quad z_t = \Delta z + \nabla \cdot f + g \text{ in } \Omega \times (0,T)$$

for all $t \in (0,T)$ satisfies

$$\|z(\cdot,t)\|_{L^\infty(\Omega)} \leq c_8 \left( \|f\|_{L^\infty((0,T); L^p(\Omega))} + \|g\|_{L^\infty((0,T); L^q(\Omega))} + \|z_0\|_{L^\infty(\Omega)} + \|\zeta\|_{L^\infty((0,T); L^q(\Omega))} \right).$$

Proof. Aided by $L^p$-$L^q$ estimates for the heat semigroup similar to those in Lemma 2.2.2 we let $c_9 > 0$ and $c_{10} > 0$ be such that

$$\|e^{\Delta t}w\|_{L^\infty(\Omega)} \leq c_9(1 + t^{-\frac{n}{2p}})\|w\|_{L^q(\Omega)} \quad \text{for all } w \in L^q(\Omega)$$

and

$$\|e^{\Lambda \nabla} \varphi\|_{L^\infty(\Omega)} \leq c_{10}(1 + t^{-\frac{n}{2p}})e^{-\lambda_t t}\|\varphi\|_{L^p(\Omega)} \quad \text{for all } \varphi \in L^p(\Omega; \mathbb{R}^n).$$

Then for $t \in (0,2] \cap (0,T)$ we obtain

$$\|z(\cdot,t)\|_{L^\infty(\Omega)} \leq \|z_0\|_{L^\infty(\Omega)} + c_9 \int_0^t (1 + (t-s)^{-\frac{n}{2p}})e^{-\lambda_1 (t-s)}\|f(\cdot,s)\|_{L^p(\Omega)} ds$$

$$+ c_{10} \int_0^t (1 + (t-s)^{-\frac{n}{2p}})\|g(\cdot,s)\|_{L^q(\Omega)} ds$$

$$\leq \left( 1 + c_{10} \int_0^t (1 + t^{-\frac{n}{2p}})e^{-\lambda_1 t} d\tau + c_9 \int_0^t (1 + t^{-\frac{n}{2p}}) d\tau \right) \cdot \left( \|z_0\|_{L^\infty(\Omega)} + \|f\|_{L^\infty((0,T); L^p(\Omega))} + \|g\|_{L^\infty((0,T); L^q(\Omega))} \right).$$

For $t \in (2, \infty) \cap (0,T)$, on the other hand, we have

$$z(\cdot,t) = e^{\Delta z(\cdot,t-1)} + \int_0^1 e^{(1-s)\Delta \nabla} \cdot f(\cdot, t-1+s) ds + \int_0^1 e^{(1-s)\Delta} g(\cdot, t-1+s) ds$$

and hence may estimate

$$\|z(\cdot,t)\|_{L^\infty(\Omega)} \leq 2c_9 \|z(\cdot, t-1)\|_{L^p(\Omega)}$$

$$+ \int_0^1 c_9(1 + (1-s)^{-\frac{n}{2p}})e^{-\lambda_1 (1-s)}\|f(\cdot, t-1+s)\|_{L^p(\Omega)} ds$$

$$+ \int_0^1 c_{10}(1 + (1-s)^{-\frac{n}{2p}})\|g(\cdot, t-1+s)\|_{L^q(\Omega)} ds$$

$$\leq \left( 2c_9 + \int_0^1 c_{10}(1 + t^{-\frac{n}{2p}})e^{-\lambda_1 t} d\tau + \int_0^1 c_9(1 + t^{-\frac{n}{2p}}) d\tau \right) \cdot \left( \|z\|_{L^\infty((0,T); L^q(\Omega))} + \|f\|_{L^\infty((0,T); L^p(\Omega))} + \|g\|_{L^\infty((0,T); L^q(\Omega))} \right).$$

A consequence for the model under consideration is the following.
Corollary 17.3.4. Let \( k > \frac{n}{2} \) be an integer. There is \( c_{11} > 0 \) such that for any \( \varepsilon \in [0, \frac{2n}{n}] \) and any \( t > 0 \)

\[
\| u_\varepsilon(\cdot, t) - u(\cdot, t) \|_{L^\infty(\Omega)} \leq c_{11} (\varepsilon + \| u_\varepsilon - u \|_{L^\infty((0,t);L^{2k}(\Omega))}).
\]

Proof. The function \( \omega_\varepsilon := u_\varepsilon - u \) solves \( (\omega_\varepsilon)_t = \Delta \omega_\varepsilon + \varepsilon \nabla \cdot (u_\varepsilon \nabla v_\varepsilon) + \mu \omega_\varepsilon - \mu \omega_\varepsilon (u_\varepsilon + u) \) and hence from Lemma 17.3.3 we can take \( c_{12} > 0 \) such that

\[
\| \omega_\varepsilon(\cdot, \tau) \|_{L^\infty(\Omega)} \leq c_{12} \varepsilon \| u_\varepsilon \nabla v_\varepsilon \|_{L^\infty(\Omega)} + c_{12} \| \mu \omega_\varepsilon - \mu \omega_\varepsilon (u_\varepsilon + u) \|_{L^\infty((0,t);L^{2k}(\Omega))}
\]

\[
\leq c_{12} \varepsilon \| u_\varepsilon \nabla v_\varepsilon \|_{L^\infty(\Omega \times (0,t))} + c_{12} (\mu (1 + \| u \|_{L^\infty(\Omega)} + \| u_\varepsilon \|_{L^\infty(\Omega)}) + 1) \| \omega_\varepsilon \|_{L^\infty((0,t);L^{2k}(\Omega))}
\]

holds for any \( \varepsilon \in [0, \frac{2n}{n}] \) and any \( \tau \in (0, t) \). Using the uniform bounds on \( u, u_\varepsilon, \nabla v_\varepsilon \) that have been provided by Lemma 17.2.2 and Lemma 17.2.3, we obtain the conclusion.

Corollary 17.3.5. For any \( T > 0 \)

\[
u_\varepsilon \to u \quad \text{uniformly in } \overline{\Omega} \times [0, T] \text{ as } \varepsilon \searrow 0.
\]

Proof. This results from straightforward combination of Corollary 17.3.2 and Corollary 17.3.4.

17.4. Large time behaviour in both systems

Corollary 17.3.5 takes care of convergence of \( u_\varepsilon \) to \( u \) on finite time intervals. Seeing that \( u_\varepsilon \) and \( u \) both converge to 1 as \( t \to \infty \), we still have hope that they will be close to each other on intervals of the form \((T, \infty)\). We will, nevertheless, need such information in a much more quantitative form – and this is what we prepare in the present section. After recalling a well-known estimate for the Laplacian in \( \Omega \) supplemented with homogeneous Neumann boundary conditions, we obtain bounds for \( U_\varepsilon \) in the domain of some fractional power of this operator and of \( \Delta v_\varepsilon \) in \( L^\infty(\Omega) \) that, together with the uniform lower bound of \( u_\varepsilon(\cdot, t) \) for some positive time \( t \) (Lemma 17.4.4), can consequently be turned into precisely those quantitative lower bounds for \( u_\varepsilon \) and \( u \) we will need in the proof of Theorem 17.1.1 in Section 17.5.

We fix any number \( \hat{\mu} \in (0, \mu) \cap (0, 1) \) and given \( p > 1 \) let \( A = A_p \) denote the realization of the operator \(-\Delta + \hat{\mu}\) under homogeneous Neumann boundary condition in \( L^p(\Omega) \).

Lemma 17.4.1. \( A \) is sectorial and thus possesses closed fractional powers \( A^\eta \) for arbitrary \( \eta > 0 \), and the corresponding domains \( D(A^\eta) \) are known to have the embedding property

\[(17.4.1) \quad D(A^\eta) \hookrightarrow W^{2,\infty}(\Omega) \quad \text{if } 2\eta - \frac{n}{p} > 2.
\]

Moreover, if \( (e^{-tA})_{t \geq 0} \) denotes the corresponding analytic semigroup, then for each \( \eta > 0 \) there exists \( c_{13}(p, \eta) > 0 \) such that

\[(17.4.2) \quad \| A^\eta e^{-tA} \varphi \|_{L^p(\Omega)} \leq c_{13}(p, \eta) t^{-\eta} \| \varphi \|_{L^p(\Omega)}
\]

for all \( t > 0 \) and each \( \varphi \in L^p(\Omega) \).
Proof. See [68, Theorem 1.4.3 and Theorem 1.6.1].

Lemma 17.4.2. For all $p > 1$ and any $\eta \in (0, \frac{1}{2})$ there exists $c_{14} > 0$ such that

\begin{equation}
||A^\eta U_{\varepsilon}(\cdot, t)||_{L^p(\Omega)} \leq c_{14}
\end{equation}

holds for all $t \geq 2$ and all $\varepsilon \in [0, \frac{2n}{m})$, where $U_{\varepsilon} \equiv u_{\varepsilon} - 1$.

Proof. According to standard estimates for the Neumann heat semigroup (see e.g. [52, Lemma 3.3]), we can find $c_{15} > 0$ such that

\begin{equation}
||e^{\tau \Delta} \nabla \cdot \varphi||_{L^p(\Omega)} \leq c_{15}(1 + \tau^{-\frac{1}{2}})||\varphi||_{L^p(\Omega)}
\end{equation}

all $\tau > 0$ and any $\varphi \in C^1(\overline{\Omega}; \mathbb{R}^n)$ such that $\varphi \cdot \nu = 0$ on $\partial \Omega$. We represent $U_{\varepsilon}$ according to

$$U_{\varepsilon}(\cdot, t) = e^{(t-1)(\Delta-\mu)}U_{\varepsilon}(\cdot, 1) - \varepsilon \int_1^t e^{(t-s)(\Delta-\mu)} \nabla \cdot (u_{\varepsilon} \nabla v_{\varepsilon}(\cdot, s))ds$$

$$- \mu \int_1^t e^{(t-s)(\Delta-\mu)} U_{\varepsilon}^2(\cdot, s)ds$$

$$= e^{-(\mu-\delta)(t-1)}e^{-(t-1)\Delta}U_{\varepsilon}(\cdot, 1) - \varepsilon \int_1^t e^{-(\mu-\delta)(t-s)} e^{\frac{\mu-\delta}{2} \Delta} \nabla \cdot (u_{\varepsilon} \nabla v_{\varepsilon}(\cdot, s))ds$$

$$- \mu \int_1^t e^{-(\mu-\delta)(t-s)} e^{-(t-s)\Delta} U_{\varepsilon}^2(\cdot, s)ds$$

for all $t > 1$.

Hence we can calculate that

$$||A^\eta U_{\varepsilon}(\cdot, t)||_{L^p(\Omega)} \leq e^{-(\mu-\delta)(t-1)}||A^\eta e^{-(t-1)\Delta}U_{\varepsilon}(\cdot, 1)||_{L^p(\Omega)}$$

$$+ \varepsilon \int_1^t e^{-(\mu-\delta)(t-s)}||A^\eta e^{\frac{\mu-\delta}{2} \Delta} \nabla \cdot (u_{\varepsilon} \nabla v_{\varepsilon}(\cdot, s))||_{L^p(\Omega)}ds$$

$$+ \mu \int_1^t e^{-(\mu-\delta)(t-s)}||A^\eta e^{-(t-s)\Delta} U_{\varepsilon}^2(\cdot, s)||_{L^p(\Omega)}ds$$

for all $t > 1$.

Herein, (17.4.2) and (17.4.4) allow us to estimate

$$||A^\eta e^{-(t-1)\Delta}U_{\varepsilon}(\cdot, 1)||_{L^p(\Omega)} \leq c_{13}(p, \eta)(t-1)^{-\eta}||U_{\varepsilon}(\cdot, 1)||_{L^p(\Omega)}$$

and

$$||A^\eta e^{-(t-s)\Delta} U_{\varepsilon}^2(\cdot, s)||_{L^p(\Omega)}$$

$$\leq c_{13}(p, \eta)c_{15}\left(\frac{t-s}{2}\right)^{-\eta}\left(1 + \left(\frac{t-s}{2}\right)^{-\frac{1}{2}}\right)||u_{\varepsilon} \nabla v_{\varepsilon}(\cdot, s)||_{L^p(\Omega)}$$

as well as

$$||A^\eta e^{-(t-s)\Delta} U_{\varepsilon}^2(\cdot, s)||_{L^p(\Omega)} \leq c_{13}(p, \eta)(t-s)^{-\eta}||U_{\varepsilon}^2(\cdot, s)||_{L^p(\Omega)}ds$$

for $1 < s < t$. Since $\int_0^\infty e^{-(\mu-\delta)\sigma} \sigma^{-\eta}(1 + \sigma^{-\frac{1}{2}})d\sigma < \infty$ and $\int_0^\infty e^{-(\mu-\delta)\sigma} \sigma^{-\eta}d\sigma < \infty$, Lemma 17.2.2 and Lemma 17.2.3 establish the existence of $c_{14} > 0$ such that (17.4.3) holds for all $t \geq 2$.\[\square\]
An important consequence of this estimate is that it provides some control over \( \Delta v_\varepsilon \):

**Lemma 17.4.3.** There exists \( c_{16} > 0 \) such that for all \( \varepsilon \in [0, \frac{2n}{n}) \)

\[
(17.4.5) \quad \|\Delta v_\varepsilon(\cdot, t)\|_{L^\infty(\Omega)} \leq c_{16}
\]

for all \( t \geq 3 \).

**Proof.** We fix an arbitrary \( \gamma \in (1, \frac{3}{2}) \) and then can choose positive numbers \( \eta \) and \( p \) such that

\[
\gamma - 1 < \eta < \frac{1}{2}, \quad p > \frac{n}{2(\gamma - 1)}.
\]

Then

\[
2\gamma - \frac{n}{p} > 2\gamma - 2(\gamma - 1) = 2.
\]

According to a variation-of-constants formula associated with the second equation in (17.2.3), we can write

\[
V_\varepsilon(t) = e^{(t-2)(\Delta-1)}V_\varepsilon(\cdot, 2) + \int_2^t e^{(t-s)(\Delta-1)}U_\varepsilon(\cdot, s) \, ds
\]

\[
= e^{-(1-\bar{\rho})(t-2)}e^{-(t-2)A}V_\varepsilon(2) + \int_2^t e^{-(1-\bar{\rho})(t-s)}e^{-(t-s)A}U_\varepsilon(\cdot, s) \, ds,
\]

for all \( t \geq 2 \), and hence (17.4.1) implies that

\[
\|V_\varepsilon(\cdot, t)\|_{L^\infty(\Omega)} \leq c_{17}\|A^\gamma V_\varepsilon(\cdot, t)\|_{L^p(\Omega)}
\]

\[
\leq c_{17}e^{-(1-\bar{\rho})(t-2)}\|A^\gamma e^{-(t-2)A}V_\varepsilon(\cdot, 2)\|_{L^p(\Omega)}
\]

\[
+ c_{17} \int_2^t e^{-(1-\bar{\rho})(t-s)}\|A^\gamma e^{-(t-s)A}U_\varepsilon(\cdot, s)\|_{L^p(\Omega)} \, ds
\]

\[
= c_{17}e^{-(1-\bar{\rho})(t-2)}\|A^\gamma e^{-(t-2)A}V_\varepsilon(\cdot, 2)\|_{L^p(\Omega)}
\]

\[
+ c_{17} \int_2^t e^{-(1-\bar{\rho})(t-s)}\|A^{\gamma-\eta}e^{-(t-s)A}A^\eta U_\varepsilon(\cdot, s)\|_{L^p(\Omega)} \, ds
\]

with some \( c_{17} > 0 \). Using (17.4.3) and (17.4.2) to estimate

\[
\|A^{\gamma-\eta}e^{-(t-s)A}A^\eta U_\varepsilon(\cdot, s)\|_{L^p(\Omega)} \leq c_{13}(p, \gamma - \eta)(t-s)^{-(\gamma-\eta)}c_{14}
\]

for any \( 2 < s < t \), and taking into account the boundedness of \( c_{17}e^{-(1-\bar{\rho})(t-2)}\|A^\gamma e^{-(t-2)A}V_\varepsilon(\cdot, 2)\|_{L^p(\Omega)} \) on \((3, \infty)\) due to

\[
\|A^\gamma e^{-(t-2)A}V_\varepsilon(\cdot, 2)\|_{L^p(\Omega)} \leq c_{13}(p, \gamma)(t-2)^{-\gamma}\|V_\varepsilon(\cdot, 2)\|_{L^p(\Omega)}
\]

\[
\leq c_{13}(p, \gamma) \left( \|e^{2(\Delta-1)(v_{\text{init}} - 1)}\|_{L^p(\Omega)} + \int_0^2 \|e^{(2-s)(\Delta-1)}U_\varepsilon(\cdot, s)\|_{L^p(\Omega)} ds \right), \quad t \in (3, \infty),
\]

and Lemma 17.2.2, we obtain \( c_{16} > 0 \) such that (17.4.5) holds. \( \square \)
We will now establish lower bounds for \( u_\varepsilon(x, 3) \), which are independent of \( \varepsilon \). In contrast to the final assertion of Theorem 17.1.1, this lemma relies on our assumption \( u_{\text{init}} \neq 0 \).

**Lemma 17.4.4.** There exist \( c_{18} > 0 \) and \( \varepsilon_1 \in (0, \frac{2\mu}{n}) \) such that
\[
u_\varepsilon(x, 3) \geq c_{18}
\]
for all \( x \in \Omega \) and for all \( \varepsilon \in (0, \varepsilon_1) \).

**Proof.** We will use a contradiction argument. If there exist \((\varepsilon_j)_{j \in \mathbb{N}}\) with \( \lim_{j \to \infty} \varepsilon_j = 0 \) and \((x_j)_{j} \subset \Omega \) such that
\[
\lim_{j \to \infty} u_{\varepsilon_j}(x_j, 3) = 0,
\]
then we can take a subsequence \((x_{jk})_{k} \subset (x_j)_{j}\) satisfying that there exists \( x_0 \in \overline{\Omega} \) such that
\[
\lim_{k \to \infty} x_{jk} = x_0.
\]
Thanks to Corollary 17.3.5 and (17.4.6) we deduce
\[
u(x_0, 3) = \lim_{k \to \infty} u_{\varepsilon_{jk}}(x_{jk}, 3) = 0.
\]
However, we obtain by the strong maximum principle that
\[
u(x_0, 3) > 0,
\]
which is contradiction. \( \square \)

We are now able to estimate \( u_\varepsilon \) and \( u \) from below. The following lemma can be viewed as a one-sided quantitative statement on the long-term behaviour of \( u_\varepsilon \) and \( u \).

**Lemma 17.4.5.** Let \( \varepsilon_2 := \min \{\varepsilon_1, \frac{\mu}{2 c_{16}}\} \leq \frac{2\mu}{n} \) with \( \varepsilon_1 \) taken from Lemma 17.4.4 and \( c_{16} \) as defined in Lemma 17.4.3. Then there is \( c_{19} > 0 \) such that
\[
\inf_{x \in \Omega} \inf_{\varepsilon \in [0, \varepsilon_0]} u_\varepsilon(x, t) \geq \frac{1 - \varepsilon_0 c_{16}}{1 + c_{19} \varepsilon^{-\frac{1}{3}}} \quad \text{for all } t \geq 3.
\]

**Proof.** From the first equation in (17.1.4) and (17.4.5) we see that
\[
(u_\varepsilon)_t = \Delta u_\varepsilon - \varepsilon \nabla u_\varepsilon \cdot \nabla v_\varepsilon - \varepsilon u_\varepsilon \Delta v_\varepsilon + \mu u_\varepsilon - \mu u_\varepsilon^2 
\geq \Delta u_\varepsilon - \varepsilon \nabla u_\varepsilon \cdot \nabla v_\varepsilon + (\mu - c_{16} \varepsilon) u_\varepsilon - \mu u_\varepsilon^2 \quad \text{in } \Omega
\]
for \( t \geq 3 \). We choose \( y_0 \in (0, \frac{1}{2}) \) to be a positive number such that
\[
y_0 \leq \frac{\mu - \varepsilon_0 c_{16}}{\mu}
\]
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and
\[ y_0 \leq \inf_{\varepsilon \in [0,\varepsilon_0]} \inf_{x \in \Omega} u_{\varepsilon}(x, 3) \]
(cf. Lemma 17.4.4) and put
\[ y_{\varepsilon}(t) := \frac{\mu - c_{16}\varepsilon}{\mu + (\mu - c_{16}\varepsilon - \mu)e^{-(\mu - c_{16}\varepsilon)(t-3)}}, \quad t \geq 3. \]
Then \( y_{\varepsilon} : [3, \infty) \to \mathbb{R} \) is the solution to the ODE initial value problem
\[
\begin{align*}
    y''_{\varepsilon}(t) &= (\mu - c_{16}\varepsilon)y_{\varepsilon}(t) - \mu y_{\varepsilon}(t)^2, \quad t > 3, \\
    y_{\varepsilon}(3) &= y_0.
\end{align*}
\]
Apparently, \( 0 < \frac{\mu - c_{16}\varepsilon}{y_0} - \mu \leq \frac{\mu}{y_0} \), and due to \( \varepsilon < \frac{\mu}{2c_{16}} \), we may employ the estimate
\[ e^{-(\mu - c_{16}\varepsilon)(t-3)} \leq e^{-\frac{\mu}{2}t + 2\varepsilon} \]
to see that
\[ y_{\varepsilon}(t) \geq \frac{\mu - c_{16}\varepsilon}{\mu + \frac{\mu}{y_0} e^{-\frac{\mu}{2}t} e^{-\frac{2}{2}t}} = \frac{1 - c_{16}\varepsilon}{1 + c_{19} e^{-\frac{\mu}{2}t}} \]
for all \( t \geq 3 \) if we let
\[ c_{19} := \frac{1}{y_0} e^{-\frac{3\varepsilon}{2}}. \]
In light of a comparison lemma we can deduce (17.4.7).

17.5. Global-in-time convergence: Proof of Theorem 17.1.1

With these explicit and quantitative uniform lower bounds for \( u_{\varepsilon} \) and \( u \), everything has been prepared to revisit the differential inequality of Lemma 17.3.1 and turn our attention to the proof of Theorem 17.1.1. In fact, we only have to show the following:

**Lemma 17.5.1.** There are \( c_{20} > 0 \) and \( \varepsilon_0 > 0 \) such that
\[ \|u_{\varepsilon}(\cdot, t) - u(\cdot, t)\|_{L^\infty(\Omega)} \leq c_{20}\varepsilon \quad \text{for any } t \in (0, \infty) \text{ and any } \varepsilon \in [0, \varepsilon_0). \]

**Proof.** We let \( k > \frac{n}{4} \) be an integer and with \( \varepsilon_2 \) as in Lemma 17.4.5 and \( c_{16} \) taken from Lemma 17.4.3 we set
\[ \varepsilon_0 := \min \left\{ \varepsilon_2, \frac{\mu}{8c_{16}} \right\}. \]
In accordance with Lemma 17.4.5, we then choose \( T > 0 \) such that on \( \Omega \times (T, \infty) \)
\[ u > \frac{7}{8} \quad \text{and} \quad u_{\varepsilon} > \frac{7}{8} \quad \text{for any } \varepsilon \in [0, \varepsilon_0). \]
By Corollary 17.3.2 and Corollary 17.3.4 there is \( c_{21} > 0 \) such that
\[ \|u_{\varepsilon} - u\|_{L^\infty(\Omega \times (0,T))} \leq c_{21}\varepsilon \quad \text{for all } \varepsilon \in [0, \varepsilon_0). \]
Moreover, Lemma 17.3.1 ensures that (with $c_6(k)$ as defined there)
\[
\frac{d}{dt} \int_\Omega \omega^2 k \leq \varepsilon^{2k} c_6(k) + \mu k \int_\Omega \omega^2 k + 2\mu k \int_\Omega (1 - u - u_e) \omega^2 k
\]
\[
\leq \varepsilon^{2k} c_6(k) - \frac{\mu k}{2} \int_\Omega \omega^2 k
\]
for all $\varepsilon \in [0, \varepsilon_0), t \in (T, \infty)$, where we have used that
\[
1 - u - u_e < 1 - \frac{7}{8} - \frac{7}{8} = -\frac{3}{4} \quad \text{on} \quad \Omega \times (T, \infty).
\]
Therefore,
\[
\int_\Omega \omega^2 k(\cdot, t) \leq \int_\Omega \omega^2 k(\cdot, T) e^{-\frac{\mu k}{2}(t-T)} + \frac{2c_6(k)}{\mu k} \varepsilon^{2k} \leq \left( c_{21}^2 + \frac{2c_6(k)}{\mu k} \right) \varepsilon^{2k}
\]
for all $t > T$ and all $\varepsilon \in [0, \varepsilon_0)$, and hence we have found $c_{22} > 0$ such that
\[
\|u_e(\cdot, t) - u(\cdot, t)\|_{L^2_\varepsilon(\Omega)} \leq c_{22} \varepsilon \quad \text{for all} \quad t > T, \varepsilon \in [0, \varepsilon_0).
\]
A further application of Corollary 17.3.4 shows that hence for some $c_{23} > 0$
\[
\|u_e(\cdot, t) - u(\cdot, t)\|_{L^\infty(\Omega)} \leq c_{23} \varepsilon \quad \text{for all} \quad t > T, \varepsilon \in [0, \varepsilon_0).
\]
Together with (17.5.1), this proves the lemma and hence also Theorem 17.1.1. \hfill \qed
Chapter 18

Global existence and boundedness in a chemotaxis-haptotaxis system with signal-dependent sensitivity

18.1. Motivation and results

There are many important properties which support our active and comfortable life. One of these important properties is *taxis*. Taxis is the property such that species react some stimuli and move towards, or away from, these stimuli. This property helps us such as, e.g., species move towards their foods, and move away from poison for them. Usually taxis is classified by “which stimuli species react on”. The case that species react on a chemical substance is called *chemotaxis*. Chemotaxis is related to e.g., the movement of sperm, the migration of neurons or lymphocytes: Thus chemotaxis is closely related with not only the beginning but also the maintenance of our life. The system which describes the aggregation of the species by chemotaxis

\[ u_t = \Delta u - \chi \nabla \cdot (u \nabla v) + \mu u(1 - u), \quad \tau v_t = \Delta v - v + u, \]

where \( \chi, \mu > 0 \) and \( \tau = 0, 1 \), is called a *chemotaxis system* and is studied intensively: in the two-dimensional setting for all \( \chi, \mu > 0 \) global existence and boundedness were established by Osaki et. al. [152], Tello and Winkler [177]; in the higher-dimensional setting with sufficiently large \( \mu > 0 \) Winkler [195, 199] obtained global classical bounded solutions; related works can be found in a survey [5, Section 3] by Bellomo et. al; models with nonlinear diffusion terms, for instance flux limited diffusion, were studied by Bellomo and Winkler [6, 7]. Recently, Chaplain and Lolas [32] researched a tumor invasion, and proposed the *chemotaxis-haptotaxis* system with constant sensitivity

\[ u_t = \Delta u - \chi \nabla \cdot (u \nabla v) - \xi \nabla \cdot (u \nabla w) + \mu u(1 - u - w), \]
\[ \tau v_t = \Delta v - v + u, \]
\[ w_t = -vw, \]

where \( \chi, \xi, \mu > 0 \) and \( \tau = 0, 1 \). This system mainly consists of the chemotaxis \( \nabla \cdot (u \nabla v) \) and the *haptotaxis* \( \nabla \cdot (u \nabla w) \). In this system there are some results about global existence
and boundedness: In the case that $\tau = 0$ global existence and boundedness were shown by Tao and Winkler \cite{173}; in the case that $\tau = 1$ and $\Omega \subset \mathbb{R}^2$ for all $\chi, \xi, \mu > 0$ global existence and boundedness were obtained by Tao \cite{167}; in the case that $\tau = 1$, $\Omega \subset \mathbb{R}^3$ and $\mu > 0$ is large, global existence of bounded solutions was shown by Cao \cite{26}.

In summary, in the case of constant sensitivity some results related to the above chemotaxis-haptotaxis system are known; however, the chemotaxis-haptotaxis system with signal-dependent sensitivity, i.e., $\nabla \cdot (u \nabla v)$ is replaced with $\nabla \cdot (u^{\chi(v)} \nabla v)$, which determines the chemotactic power depending on the stimuli, has not been studied. In this chapter we consider the chemotaxis-haptotaxis system with signal-dependent sensitivity

\[
\begin{aligned}
 u_t &= \Delta u - \nabla \cdot (\chi(v) u \nabla v) - \xi \nabla \cdot (u \nabla w) + \mu u(1 - u - w), \quad x \in \Omega, \ t > 0, \\
v_t &= \Delta v - v + u, \quad x \in \Omega, \ t > 0, \\
w_t &= -vw, \quad x \in \Omega, \ t > 0, \\
\frac{\partial u}{\partial v} - \chi(v) u \frac{\partial w}{\partial v} - \xi u \frac{\partial w}{\partial v} = 0, \\
 u(x, 0) = u_0(x), \ v(x, 0) = v_0(x), \ w(x, 0) = w_0(x), \ x \in \Omega,
\end{aligned}
\]  

(18.1.1)

where $\Omega$ is a bounded domain in $\mathbb{R}^n$ ($n \geq 3$) with smooth boundary $\partial \Omega$, $\nu$ is the outward normal vector to $\partial \Omega$, $\xi, \mu > 0$ are constants and the initial data are regular enough and satisfy a standard compatibility condition in the sense that

\[
\begin{aligned}
u_0 \in C(\overline{\Omega}) \text{ with } u_0 \geq 0 \text{ and } u_0 \neq 0, \quad v_0 \in W^{1,\infty}(\Omega) \text{ with } v_0 \geq 0, \\
w_0 \in C^{2+\alpha}(\overline{\Omega}) \text{ (for } \alpha \in (0, 1)) \text{ with } w_0 > 0 \text{ and } \frac{\partial w_0}{\partial v} \big|_{\partial \Omega} = 0.
\end{aligned}
\]  

(18.1.2)

Here $u, v$ and $w$ denote the density of cells, the concentration of matrix-degrading enzyme (MDE) and the density of extracellular matrix (ECM), respectively. In the case that $w = 0$ in (18.1.1), which namely is the chemotaxis system with signal-dependent sensitivity, global existence and boundedness were established under the condition that

\[
\exists p > n; \quad \chi'(s) + \sqrt{p} |\chi(s)|^2 \leq 0
\]  

(18.1.3)

for all $s > 0$ (cf. Chapter 3) or under the condition that

\[
0 \leq \chi(s) \leq \frac{K}{(a + s)^k} \quad \text{for all } s > 0
\]  

(18.1.4)

with some $a \geq 0$, $k > 1$ and $K > 0$ satisfying

\[
K < k(a + \eta)^{k-1} \sqrt{\frac{2}{n}}
\]  

(18.1.5)

for some constant $\eta \geq 0$ (Chapters 13, 14). Here we note that the conditions (18.1.3) and (18.1.4)–(18.1.5) are independent of $\mu > 0$; therefore we expect global existence and boundedness in (18.1.1) under a condition similar to (18.1.3) or (18.1.4)–(18.1.5) instead of largeness conditions for $\mu > 0$. The purpose of this chapter is to establish global existence and boundedness in (18.1.1) under some conditions only for $\chi$.  

232
To attain the goal of this chapter we will suppose that \( \chi \) satisfies the following conditions:

\begin{align}
(18.1.6) \quad \chi & \in C^{1+\theta}([0, \infty)) \cap L^1(0, \infty) \quad (0 < \exists \theta < 1), \quad \chi > 0, \\
(18.1.7) \quad \exists C_1 > 0; \quad \chi(s) s \leq C_1 \quad \text{for all } s \geq 0, \\
(18.1.8) \quad \exists p_0 \in (n, n+1) \quad \chi'(s) + \alpha_{p_0} |\chi(s)|^2 \leq 0 \quad \text{for all } s > 0,
\end{align}

where \( \alpha_{p_0} \) is a positive constant defined as

\begin{equation}
(18.1.9) \quad \alpha_p := \frac{\eta(p, \varepsilon_1)}{p \varepsilon_1 (\varepsilon_1 + 1)}
\end{equation}

with some \( \varepsilon_1 \in (0, 1) \), where \( \eta(p, \varepsilon_1) \) is a constant given later (see (18.3.5)). Now the main result reads as follows.

**Theorem 18.1.1.** Let \( n \geq 3 \) and let \( \xi > 0, \mu > 0 \). Assume that \( \chi \) satisfies \((18.1.6)-(18.1.8)\). Then for any \((u_0, v_0, w_0)\) fulfilling \((18.1.2), (18.1.1)\) possesses a unique global classical solution

\begin{align*}
&u \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)), \\
v \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)) \cap L^\infty_{\text{loc}}([0, \infty); W^{1,q}(\Omega)), \\
w \in C(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty))
\end{align*}

for some \( q > n \). Moreover, the solution \((u, v, w)\) is bounded uniformly-in-time:

\[\|u(\cdot, t)\|_{L^\infty(\Omega)} + \|v(\cdot, t)\|_{W^{1,q}(\Omega)} + \|w(\cdot, t)\|_{L^\infty(\Omega)} \leq C\]

for all \( t > 0 \) with some \( C > 0 \).

**Remark 18.1.1.** This theorem gives global existence and boundedness in the case that \( n \geq 3 \). On the other hand, in the case that \( n = 1, 2 \), we can prove global existence of bounded solutions to \((18.1.1)\) under the condition that

\[\chi \in C^{1+\theta}([0, \infty)) \cap W^{1,\infty}(0, \infty)\]

by using the same strategy as in the proof of [167, Theorem 1.1] (see Remark 18.3.1).

The strategy for the proof of Theorem 18.1.1 is to build the \( L^p \)-estimate for \( u \) with some \( p > n \). In order to establish the desired estimate we use the energy estimate for \( \int_\Omega u^p f(v, w)^{-r} \) with some smooth function \( f \) and some constant \( r > 0 \). This strategy is based on ideas in Chapter 3 which overcome difficulties of the signal-dependent sensitivity. In the case that \( w = 0 \) in \((18.1.1)\), considering the estimate for \( \int_\Omega u^p \varphi(v)^{-r} \) with some smooth function \( \varphi \), we can see the \( L^p \)-estimate for \( u \) (Chapter 3). However, we cannot give the same energy estimate for \( \int_\Omega u^p \varphi(v)^{-r} \) because there is a new unknown function \( w \). Moreover, in the case that \( \chi(s) \equiv \chi \) we have already obtained a useful estimate for \( \Delta w \) ([26, Lemma 2.2]). Unfortunately \((18.1.1)\) includes \( \chi(v) \), and so we cannot use such estimate. Thus we put

\[f(v, w) := \varphi(v) \cdot e^{Cw}\]
with some $C > 0$ and obtain from an application of the estimate for $\Delta w$ (see Lemma 18.2.2) that there is $C > 0$ such that

$$\int_{\Omega} u^p (f(v, w)^{-r} + 1) \leq C,$$

which entails the $L^p$-estimate for $u$.

The plan of this chapter is as follows. In Section 18.2 we collect basic facts which will be used later. Section 18.3 is devoted to proving global existence and boundedness.

18.2. Local existence and basic facts

We first state a result on local existence of classical solutions.

**Lemma 18.2.1.** Let $n \in \mathbb{N}$, $\xi > 0$ and $\mu > 0$. Assume that $\chi$ satisfies (18.1.6)–(18.1.8). Then for any $(u_0, v_0, w_0)$ satisfying (18.1.2), there is $T_{\text{max}} \in (0, \infty]$ such that (18.1.1) admits a unique classical solution

$$u \in C(\bar{\Omega} \times [0, T_{\text{max}}]) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\text{max}})),
$$

$$v \in C(\bar{\Omega} \times [0, T_{\text{max}}]) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\text{max}})) \cap L^{\infty}_{\text{loc}}([0, T_{\text{max}}]; W^{1,q}(\Omega)) \quad (q > n),$$

$$w \in C(\bar{\Omega} \times [0, T_{\text{max}}]) \cap C^{2,1}(\bar{\Omega} \times (0, T_{\text{max}}))$$

such that

$$u > 0, \quad v \geq 0 \quad \text{and} \quad 0 < w \leq \|w_0\|_{L^\infty(\Omega)} \quad \text{for all } t \in (0, T_{\text{max}}).$$

Moreover,

$$\text{if } T_{\text{max}} < \infty, \quad \text{then } \limsup_{t \uparrow T_{\text{max}}} \|u(\cdot, t)\|_{L^\infty(\Omega)} = \infty. \tag{18.2.1}$$

**Proof.** The proof of local existence of classical solutions to (18.1.1) is based on a standard contraction mapping argument which can be found in [172].

Let $s_0 \in (0, T_{\text{max}})$. According to the regularity of the solution (Lemma 18.2.1), we note that there exists $M > 0$ such that

$$\|u(\cdot, s_0)\|_{L^\infty(\Omega)} + \|v(\cdot, s_0)\|_{L^\infty(\Omega)} + \|w(\cdot, s_0)\|_{W^{2,\infty}(\Omega)} \leq M. \tag{18.2.2}$$

Then an application of the lower estimate for $\Delta w$ ([26, Lemmas 2.2 and 2.3]) leads to the following lemma.

**Lemma 18.2.2.** Let $\xi > 0$ and assume that (18.1.2) holds. Then for any $p > 1$, $s_0 \in (0, T_{\text{max}})$, some $\varepsilon_2 \in (0, p)$, $\varepsilon_3 \in (0, p(1 - \varepsilon_1))$, the solution of (18.1.1) satisfies

$$p(p - 1)\xi \int_{\Omega} u^{p-1} \nabla u \cdot \nabla w \leq b_1 \int_{\Omega} u^p + \mu \varepsilon_2 \int_{\Omega} u^{p+1} + (p - 1)\varepsilon_3 \int_{\Omega} u^{p-2} |\nabla u|^2 + b_2 \int_{\Omega} u^{p+1}$$

for all $t \in (s_0, T_{\text{max}})$ and some $b_1 = b_1(p, M, \varepsilon_3, \xi), b_2 = b_2(p, M, \xi, \mu, \varepsilon_2) > 0$. 
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\textbf{Proof.} Recalling the inequality in [26, Lemmas 2.2 and 2.3], we have already known that
\[
p(p - 1)\xi \int_{\Omega} w^{p-1} \nabla u \cdot \nabla w \leq \left( 3M\xi + \frac{1}{e}M\xi \right) p \int_{\Omega} w^p + Mp\xi \int_{\Omega} w^p v + 2Mp(p - 1)\xi \int_{\Omega} w^{p-1}|\nabla u|,
\]
where in accordance with (18.2.2), M is an upper bound for $\|w(\cdot, s_0)\|_{W^{2,\infty}(\Omega)}$. Hence the Young inequality yields
\[
p(p - 1)\xi \int_{\Omega} w^{p-1} \nabla u \cdot \nabla w \leq \left( 3M\xi + \frac{1}{e}M\xi \right) p \int_{\Omega} w^p + \mu\varepsilon_2 \int_{\Omega} w^{p+1} + b_2 \int_{\Omega} v^{p+1}
+ (p - 1)\varepsilon_3 \int_{\Omega} w^{p-2}|\nabla u|^2 + b_0 \int_{\Omega} w^p
\]
for some $\varepsilon_2 \in (0, p)$, $\varepsilon_3 \in (0, p(1 - \varepsilon_1))$, $b_0 = b_0(p, M, \varepsilon_3, \xi)$, $b_2 = b_2(p, M, \xi, \mu, \varepsilon_2) > 0$ and all $t \in (s_0, T_{\max})$. Thus by putting
\[
b_1(p, M, \varepsilon_3, \xi) := \left( 3M\xi + \frac{1}{e}M\xi \right) p + b_0(p, M, \varepsilon_3, \xi),
\]
we have (18.2.3). \hfill \Box

The following lemma holds a key in the proof of Theorem 18.1.1.

\textbf{Lemma 18.2.3.} Let $r \geq 1$ and let $(u, v, w)$ be a solution to (18.1.1). Then for all $\varepsilon > 0$ there exists $C > 0$ such that
\[
(18.2.4) \quad \int_{s_0}^{t} \int_{\Omega} e^{t} |v(x, s)|^r \, dx \, ds \leq \varepsilon \int_{s_0}^{t} \int_{\Omega} e^{t} |u(x, s)|^r \, dx \, ds + Ce^{t} + \varepsilon
\]
for all $t \in (s_0, T_{\max})$.

\textbf{Proof.} Let $t \in (s_0, T_{\max})$ and $r \geq 1$. Noting the compact embedding $W^{2,r}(\Omega) \hookrightarrow L^r(\Omega)$ and the continuous embedding $L^r(\Omega) \hookrightarrow L^1(\Omega)$, we obtain from the Ehrling lemma that for all $\bar{e} > 0$ there exists $C_1 > 0$ such that
\[
(18.2.5) \quad \|e^{\bar{e}}v\|_{L^r(\Omega)} \leq \bar{e}\|e^{\bar{e}}v\|_{W^{2,r}(\Omega)} + C_1\|e^{\bar{e}}v\|_{L^1(\Omega)} \quad \text{for all } s \in (s_0, t).
\]
Now from the standard elliptic regularity argument we can find $C_2 > 0$ such that
\[
(18.2.6) \quad \|e^{\bar{e}}v\|_{W^{2,r}(\Omega)} \leq C_2\|e^{\bar{e}}\Delta v\|_{L^r(\Omega)} + C_2\|e^{\bar{e}}v\|_{L^r(\Omega)} \quad \text{for all } s \in (s_0, t).
\]
Then a combination of (18.2.5) and (18.2.6) means that for all $\bar{e} > 0$ there exists $C_3 > 0$ such that
\[
(18.2.7) \quad \|e^{\bar{e}}v\|_{L^r(\Omega)} \leq \bar{e}\|e^{\bar{e}}\Delta v\|_{L^r(\Omega)} + C_3e^{\bar{e}}.
\]
Recalling from an application of the maximal Sobolev regularity ([26, Lemma 2.5]) that there is $C_4 > 0$ such that
\[
\int_{s_0}^{t} \int_{\Omega} \Delta v(x, s)|^r \, dx \, ds \leq C_4 \int_{s_0}^{t} \int_{\Omega} u(x, s)|^r \, dx \, ds + C_4,
\]
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we can derive from (18.2.7) that

\[
\int_{s_0}^{t} \int_{\Omega} e^{\frac{s}{2}} |v(x, s)|^r \, dx ds \leq \tilde{c} \int_{s_0}^{t} \int_{\Omega} e^{\frac{s}{2}} |\Delta v(x, s)|^r \, dx ds + C_3 \int_{s_0}^{t} e^{\frac{s}{2}} \, ds
\]

\[
\leq \tilde{c} C_4 \int_{s_0}^{t} \int_{\Omega} e^{\frac{s}{2}} |u(x, s)|^r \, dx ds + \tilde{c} C_4 + \frac{2C_3}{r} e^{\frac{t}{2}}
\]

holds, which implies this lemma.

We finally introduce the following lemma which gives us a strategy to show global existence and boundedness.

**Lemma 18.2.4.** Let \( p > n \). If there exists \( m_1 > 0 \) such that

\[
\|u(\cdot, t)\|_{L^p(\Omega)} \leq m_1 \quad \text{for all } t \in (s_0, T_{\max}),
\]

then there exists \( m_2 > 0 \) satisfying

\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} \leq m_2 \quad \text{for all } t \in (s_0, T_{\max}).
\]

**Proof.** Combination of (18.2.8) and \( L^p-L^q \) estimates for the Neumann heat semigroup on bounded domains (see [196, Lemma 2.4]) implies that there is \( c_1 > 0 \) such that

\[
\|v(\cdot, t)\|_{W^{1,\infty}(\Omega)} \leq c_1 \quad \text{for all } t \in (s_0, T_{\max}).
\]

Hence a combination of (18.2.10) and an argument similar to that in [26, Lemma 3.5] leads to (18.2.9).

---

**18.3. Global existence and boundedness**

In this section we show global existence and boundedness in (18.1.1) (Theorem 18.1.1). In the following let \((u, v, w)\) be the solution of (18.1.1) on \([0, T_{\max}]\) as in Lemma 18.2.1. Thanks to Lemma 18.2.4, it is sufficient to show the \( L^p \)-estimate for \( u \) with some \( p > n \). We first recall the following elementary estimates for \( u, v \).

**Lemma 18.3.1.** Let \( \xi > 0 \) and \( \mu > 0 \). Assume that \( \chi \) satisfies (18.1.6)–(18.1.8) and \((u_0, v_0, w_0)\) satisfies (18.1.2). Then there exists \( C > 0 \) such that

\[
\int_{\Omega} u(\cdot, t) \leq C \quad \text{for all } t \in (0, T_{\max})
\]

and

\[
\int_{\Omega} v(\cdot, t) \leq C \quad \text{for all } t \in (0, T_{\max}).
\]

**Proof.** By simply integrating the first and second equations in (18.1.1) on \( \Omega \) and using the Hölder inequality \((\int_{\Omega} u)^2 \leq |\Omega| \int_{\Omega} u^2\) we see the \( L^1 \)-boundedness of \( u \), and then of \( v \).
In order to obtain the desired estimate for $u$ we introduce the function $f = f(v, w)$ by

$$f(v, w) = \exp\left\{ \int_0^v \chi(s) ds + \xi w \right\}.$$  

Now we shall show the following lemma.

**Lemma 18.3.2.** Let $\xi, \mu, r > 0$ and assume that $\chi$ satisfies (18.1.6)–(18.1.7). Then for all $p > 1$ and $\varepsilon_1 > 0$,

$$\frac{d}{dt} \int_\Omega u^p + \frac{d}{dt} \int_\Omega u^p f^{-r} \leq I_1 + I_2 + I_3 + I_4 + (\mu p + C_1 r) \int_\Omega u^p f^{-r} - \mu p \int_\Omega u^{p+1} f^{-r}$$

$$+ r \xi \int_\Omega u^p f^{-r} vw - (p-1)(p-p\varepsilon_1 - \varepsilon_3) \int_\Omega u^{p-2} |\nabla u|^2$$

$$+ (b_1 + \mu p) \int_\Omega u^p - \mu (p-\varepsilon_2) \int_\Omega u^{p+1} + b_2 \int_\Omega v^{p+1}$$

for all $t \in (s_0, T_{\text{max}})$, where

$$I_1 := -p(p-1)\varepsilon_1 \int_\Omega u^{p-2} f^{-r} |\nabla u|^2;$$

$$I_2 := p(p-1) \int_\Omega u^{p-1} f^{-r} \chi(v) f' \nabla u \cdot \nabla v,$$

$$I_3 := p \int_\Omega u^{p-1} f^{-r} \nabla \cdot (\nabla u - \chi(v) u \nabla v - \xi u \nabla w),$$

$$I_4 := -r \int_\Omega u^{p-1} f^{-r} \chi(v) \Delta u.$$

**Proof.** Testing the first equation in (18.1.1) by $u^{p-1}$ ($p > 1$) and integrating it over $\Omega$ with positivity of $u$ imply that for any $\varepsilon_1 \in (0, 1)$,

$$\frac{d}{dt} \int_\Omega u^p = -p(p-1) \int_\Omega u^{p-2} |\nabla u|^2 + p(p-1) \int_\Omega u^{p-1} \chi(v) \nabla u \cdot \nabla v$$

$$+ (p(p-1)\xi \int_\Omega u^{p-1} \nabla u \cdot \nabla w + \mu p \int_\Omega u^p (1 - u - w)$$

$$= -p(p-1)\varepsilon_1 \int_\Omega u^{p-2} |\nabla u|^2 - p(p-1)(1 - \varepsilon_1) \int_\Omega u^{p-2} |\nabla u|^2$$

$$+ p(p-1) \int_\Omega u^{p-1} \chi(v) \nabla u \cdot \nabla v + p(p-1)\xi \int_\Omega u^{p-1} \nabla u \cdot \nabla w$$

$$+ \mu p \int_\Omega u^p (1 - u - w).$$

Noticing from the definition of $f$ that $f^{-r} \leq 1$ holds, we derive from the nonnegativity of
that
\[
\frac{d}{dt} \int_\Omega u^p \leq -p(p-1)\varepsilon_1 \int_\Omega u^{p-2} f^{-\tau} |\nabla u|^2 - p(p-1)(1-\varepsilon_1) \int_\Omega u^{p-2} |\nabla u|^2 \\
+ p(p-1) \int_\Omega u^{p-1} \chi(v) \nabla u \cdot \nabla v + p(p-1)\xi \int_\Omega u^{p-1} \nabla u \cdot \nabla w \\
+ \mu p \int_\Omega u^p(1 - u).
\]

Denoting by $I_1$ and $I_2$ the first and third terms on the right-hand side as
\[
I_1 := -p(p-1)\varepsilon_1 \int_\Omega u^{p-2} f^{-\tau} |\nabla u|^2
\]
and
\[
I_2 := p(p-1) \int_\Omega u^{p-1} f^{-\tau} \chi(v) f^r \nabla u \cdot \nabla v,
\]
we can write as
\[
(18.3.1) \quad \frac{d}{dt} \int_\Omega u^p \leq I_1 + I_2 - p(p-1)(1-\varepsilon_1) \int_\Omega u^{p-2} |\nabla u|^2 \\
+ p(p-1)\xi \int_\Omega u^{p-1} \nabla u \cdot \nabla w + \mu p \int_\Omega u^p - \mu p \int_\Omega u^{p+1}.
\]

Similarly, we have from straightforward calculations that
\[
\frac{d}{dt} \int_\Omega u^p f^{-r} \\
= p \int_\Omega u^{p-1} f^{-r} \nabla \cdot (\nabla u - \chi(v)u\nabla v - \xi u\nabla w) + \mu p \int_\Omega u^p f^{-r}(1 - u - w) \\
- r \int_\Omega u^p f^{-r}(\chi(v)(\Delta v - v) + \xi(-vw)).
\]

Then denoting by $I_3$ and $I_4$ as
\[
I_3 := p \int_\Omega u^{p-1} f^{-r} \nabla \cdot (\nabla u - \chi(v)u\nabla v - \xi u\nabla w)
\]
and
\[
I_4 := -r \int_\Omega u^p f^{-r} \chi(v) \Delta v,
\]
we obtain from the nonnegativity of the solution that
\[
(18.3.2) \quad \frac{d}{dt} \int_\Omega u^p f^{-r} \leq I_3 + I_4 + \mu p \int_\Omega u^p f^{-r}(1 - u) \\
- r \int_\Omega u^p f^{-r}(-v + u)\chi(v) + r\xi \int_\Omega u^p f^{-r}vw.
\]
In light of (18.1.7), (18.3.1), (18.3.2), we have from Lemma 18.2.2 that
\[
\frac{d}{dt} \int_{\Omega} u^p + \frac{d}{dt} \int_{\Omega} u^p f^{-r}
\]
\[
\leq I_1 + I_2 + I_3 + I_4 - p(p-1)(1-\varepsilon_1) \int_{\Omega} u^{p-2} |\nabla u|^2
\]
\[
+ b_1 \int_{\Omega} u^p + \mu \varepsilon_2 \int_{\Omega} u^{p+1} + (p-1)\varepsilon_3 \int_{\Omega} u^{p-2} |\nabla u|^2
\]
\[
+ b_2 \int_{\Omega} u^{p+1} + \mu p \int_{\Omega} u^p - \mu p \int_{\Omega} u^{p+1}
\]
\[
+ \mu p \int_{\Omega} u^p f^{-r} - \mu p \int_{\Omega} u^{p+1} f^{-r} + C_1 r \int_{\Omega} u^p f^{-r} + r \xi \int_{\Omega} u^p f^{-r} w
\]
\[
\leq I_1 + I_2 + I_3 + I_4 + (\mu p + C_1 r) \int_{\Omega} u^p f^{-r} - \mu p \int_{\Omega} u^{p+1} f^{-r}
\]
\[
+ r \xi \int_{\Omega} u^p f^{-r} w - (p-1)(p(1-\varepsilon_1) - \varepsilon_3) \int_{\Omega} u^{p-2} |\nabla u|^2
\]
\[
+ (b_1 + \mu p) \int_{\Omega} u^p - \mu (p-\varepsilon_2) \int_{\Omega} u^{p+1} + b_2 \int_{\Omega} u^{p+1},
\]
which implies the end of the proof.

We next show the following lemma to obtain a differential inequality which derives the estimate for \( \int_{\Omega} u^p + \int_{\Omega} u^p f^{-r} \).

**Lemma 18.3.3.** Let \( \xi, \mu > 0 \) and assume that \( \chi \) satisfies
\[
\chi'(s) + \alpha_p |\chi(s)|^2 \leq 0 \quad \text{for all} \quad s > 0
\]
with some \( p \in (1, n+1) \), where \( \alpha_p \) is a positive constant defined as (18.1.9). Then there exists \( r = r(p) > 0 \) such that
\[
I_1 + I_2 + I_3 + I_4 \leq 0. \tag{18.3.3}
\]

**Proof.** Due to straightforward calculations, we obtain
\[
I_3 = -p \int_{\Omega} \nabla (u^{p-1} f^{-r}) \cdot (\nabla u - \chi(v) u \nabla v - \xi u \nabla w)
\]
\[
= -p(p-1) \int_{\Omega} u^{p-2} f^{-r} \nabla u \cdot (\nabla u - \chi(v) u \nabla v - \xi u \nabla w)
\]
\[
+ pr \int_{\Omega} u^{p-1} f^{-r} (\chi(v) \nabla v + \xi \nabla w) \cdot (\nabla u - \chi(v) u \nabla v - \xi u \nabla w)
\]
and
\[
I_4 = r \int_{\Omega} \nabla (u^p f^{-r} \chi(v)) \cdot \nabla v
\]
\[
= pr \int_{\Omega} u^{p-1} f^{-r} \chi(v) \nabla u \cdot \nabla v
\]
\[
- r^2 \int_{\Omega} u^p f^{-r} \chi(v) (\chi(v) \nabla v + \xi \nabla w) \cdot \nabla v + r \int_{\Omega} u^p f^{-r} \chi'(v) |\nabla v|^2.
\]
Therefore it follows that

\[ I_1 + I_2 + I_3 + I_4 = -p(p - 1)\varepsilon_1 \int_\Omega u^{p-2} f^{-r} |\nabla u|^2 + p(p - 1) \int_\Omega u^{p-1} f^{-r} \chi(v) f' \nabla u \cdot \nabla v - p(p - 1) \int_\Omega u^{p-2} f^{-r} |\nabla u|^2 + p(p - 1) \int_\Omega u^{p-1} f^{-r} \chi(v) \nabla u \cdot \nabla v + p(p - 1) \xi \int_\Omega u^{p-1} f^{-r} \nabla u \cdot \nabla w + pr \int_\Omega u^{p-1} f^{-r} \chi(v) \nabla u \cdot \nabla v + pr \int_\Omega u^{p-1} f^{-r} \nabla u \cdot \nabla w + pr \int_\Omega u^{p-1} f^{-r} \chi(v) \nabla u \cdot \nabla w - pr\xi \int_\Omega u^{p-1} f^{-r} \nabla u \cdot \nabla w - pr\xi \int_\Omega u^{p-1} f^{-r} \chi(v) |\nabla v|^2 - pr\xi \int_\Omega u^{p-1} f^{-r} \chi(v) |\nabla v|^2 - pr\xi \int_\Omega u^{p-1} f^{-r} \nabla u \cdot \nabla v - r^2 \int_\Omega u^{p-1} f^{-r} \nabla u \cdot \nabla v - r^2 \xi \int_\Omega u^{p-1} f^{-r} \chi(v) \nabla u \cdot \nabla v + r \int_\Omega u^{p-1} f^{-r} \chi'(v) |\nabla v|^2. \]

Noting by assumption that

\[ \chi'(v) \leq -\alpha_p |\chi(v)|^2, \]

we obtain

\[
I_1 + I_2 + I_3 + I_4 \leq \int_\Omega a_1 u^{p-2} f^{-r} |\nabla u|^2 + \int_\Omega a_2 u^{p-1} f^{-r} |\nabla u| |\nabla v| + \int_\Omega a_3 u^{p-1} f^{-r} |\nabla u| |\nabla w| + \int_\Omega a_4 u^{p-1} f^{-r} |\nabla v|^2 + \int_\Omega a_5 u^{p-1} f^{-r} |\nabla v| |\nabla w| + \int_\Omega a_6 u^{p-1} f^{-r} |\nabla w|^2 = \int_\Omega u^{p-1} f^{-r} (a_1 x^2 + a_2 x y + a_3 x z + a_4 y^2 + a_5 y z + a_6 z^2),
\]

where \( x, y, z \) and \( a_i \) \((i = 1, 2, 3, 4, 5, 6)\) are given as

\[
\begin{align*}
    x &= u^{-1} |\nabla u|, & y &= |\nabla v|, & z &= |\nabla w|, \\
    a_1 &= -p(p - 1)(1 + \varepsilon_1), & a_2 &= p((p - 1) + 2r + (p - 1) f'') \chi(v), & a_3 &= p((p - 1) + r) \xi, \\
    a_4 &= -r(p + r + \alpha_p) |\chi(v)|^2, & a_5 &= -r(2p + r) \xi \chi(v), & a_6 &= -pr \xi^2.
\end{align*}
\]

Thus our goal is to find some \( r > 0 \) such that

\[ a_1 x^2 + a_2 x y + a_3 x z + a_4 y^2 + a_5 y z + a_6 z^2 \leq 0. \]
We shall show (18.3.4) by using the Sylvester criterion. We first confirm that \(a_1a_6 - \frac{a_3^2}{4} > 0\) holds with some \(r > 0\). Indeed, we can see that

\[
a_1a_6 - \frac{a_3^2}{4} = p(p - 1)(1 + \varepsilon_1)(pr\xi^2) - p^2 \left(\frac{(p - 1) + r}{4}\right)^2 \xi^2
\]

\[
= p^2\xi^2\left(-\frac{r^2}{4} + (p - 1)(1 + \varepsilon_1)r - \frac{(p - 1)}{2}r - \frac{(p - 1)^2}{4}\right)
\]

\[
= p^2\xi^2\left(-\frac{r^2}{4} + (p - 1)\left(\frac{1}{2} + \varepsilon_1\right)r - \frac{(p - 1)^2}{4}\right)
\]

\[
= p^2\xi^2\left(-\frac{1}{4}(r - 2(p - 1)\left(\frac{1}{2} + \varepsilon_1\right))^2 + (p - 1)^2\varepsilon_1(\varepsilon_1 + 1)\right).
\]

Thus by choosing \(r = 2(p - 1)(\frac{1}{2} + \varepsilon_1)\) we can verify that \(a_1a_6 - \frac{a_3^2}{4} > 0\). We next confirm that

\[
A_3 := \begin{vmatrix}
a_1 & a_2 & a_3 \\
a_2 & a_6 & a_3 \\
a_3 & a_5 & a_4
\end{vmatrix} \leq 0.
\]

Straightforward calculations and the fact that \(a_1a_6 - \frac{a_3^2}{4} = p^2\xi^2(p - 1)^2\varepsilon_1(\varepsilon_1 + 1)\) when \(r = 2(p - 1)(\frac{1}{2} + \varepsilon_1)\) lead to

\[
A_3 = \left(a_1a_6 - \frac{a_3^2}{4}\right)a_4 + \frac{a_2a_3a_5}{4} - \frac{a_2^2a_6}{4} - \frac{a_1a_5}{4}
\]

\[
= -p^2\xi^2(p - 1)^3\varepsilon_1(\varepsilon_1 + 1)(1 + 2\varepsilon_1)(p + (p - 1)(1 + 2\varepsilon_1) + \alpha_p)|\chi(v)|^2
\]

\[
- \frac{p^2}{4}r((p - 1) + 2r + (p - 1)f')((p - 1) + r)(2p + r)\xi^2|\chi(v)|^2
\]

\[
+ \frac{p^2}{4}(p - 1) + 2r + (p - 1)f')^2(pr\xi^2)|\chi(v)|^2
\]

\[
+ \frac{p(p - 1)(1 + \varepsilon_1)}{4}r^2(2p + r)\xi^2|\chi(v)|^2.
\]

Now letting \(d := 1 + 2\varepsilon_1\) and noting that \(r = (p - 1)(1 + 2\varepsilon_1) = (p - 1)d\), we deduce that

\[
A_3 = -p^2(p - 1)^3\varepsilon_1(\varepsilon_1 + 1)d(p + (p - 1)d + \alpha_p)\xi^2|\chi(v)|^2
\]

\[
- \frac{p^2}{4}(p - 1)^3d(1 + 2d + f^{(p-1)d})(1 + d)(2p + (p - 1)d)\xi^2|\chi(v)|^2
\]

\[
+ \frac{p^2}{4}(p - 1)^3d(1 + 2d + f^{(p-1)d})\xi^2|\chi(v)|^2
\]

\[
+ \frac{p}{4}(p - 1)^3d^2(1 + \varepsilon_1)(2p + (p - 1)d)\xi^2|\chi(v)|^2
\]

\[
= p(p - 1)^3d\xi^2|\chi(v)|^2(-p\varepsilon_1(\varepsilon_1 + 1)\alpha_p + \psi(p, \varepsilon_1)),
\]
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where \( \psi(p, \varepsilon) \) is given by
\[
\psi(p, \varepsilon) := -p\varepsilon_1(\varepsilon_1 + 1)(p + (p - 1)d)
- \frac{p}{4}(1 + 2d + f^{(p-1)d})(1 + d)(2p + (p - 1)d)
+ \frac{p^2}{4}(1 + 2d + f^{(p-1)d})^2
+ \frac{d}{4}(1 + \varepsilon_1)(2p + (p - 1)d)^2.
\]

Then since the boundedness of \( f(v, w) \)
\[
1 \leq f(v(x, t), w(x, t)) \leq k \quad \text{for all } x \in \Omega \text{ and all } t > 0
\]
with
\[
k = \exp \left\{ \int_0^\infty \chi(s)ds + \xi\|w_0\|_{L^\infty} \right\} > 1
\]
and the fact
\[
(p - 1)d \leq nd
\]
implication
(18.3.5) \[
\psi(p, \varepsilon_1) \leq -p\varepsilon_1(\varepsilon_1 + 1)(p + (p - 1)d)
- \frac{p}{4}(1 + 2d + 1)(1 + d)(2p + (p - 1)d)
+ \frac{p^2}{4}(1 + 2d + k^{nd})^2
+ \frac{d}{4}(1 + \varepsilon_1)(2p + (p - 1)d)^2
= -\varepsilon_1(\varepsilon_1 + 1)((1 + d)p - d)p
- \frac{1}{4}(1 + 2d + 1)(1 + d)((2 + d)p - d)p
+ \frac{1}{4}(1 + 2d + k^{nd})^2p^2 + \frac{d}{4}(1 + \varepsilon_1)((2 + d)p - d)^2
= -\varepsilon_1(\varepsilon_1 + 1)(1 + d)p^2 + \varepsilon_1(\varepsilon_1 + 1)dp - \frac{d + 1}{2}(1 + d)(2 + d)p^2
+ \frac{d + 1}{2}(1 + d)dp + \frac{1}{4}(1 + 2d + k^{nd})^2p^2
+ \frac{d}{4}(1 + \varepsilon_1)(2 + d)^2p^2 - \frac{d}{2}(1 + \varepsilon_1)(2 + d)p^2
+ \frac{d}{4}(1 + \varepsilon_1)d^2
=: \eta(p, \varepsilon_1),
\]
we can see from the definition of \( \alpha_p \) (see (18.1.9)) that
\[
A_3 \leq p(p - 1)^3|\chi(v)|^2\xi^2(1 + 2\varepsilon_1)(-p\varepsilon_1(\varepsilon_1 + 1)\alpha_p + \eta(p, \varepsilon_1)) = 0.
\]
Thus noticing that \( a_1 = -p(p - 1)(1 + \varepsilon_1) < 0 \), from the Sylvester criterion we have
(18.3.4), which yields (18.3.3).
Now we are in a position to show the desired $L^p$-estimate for $u$ with some $p > n$.

**Lemma 18.3.4.** Let $n \geq 3$ and let $\xi, \mu > 0$. Assume that $\chi$ satisfies (18.1.6)–(18.1.7) and

$$\chi'(s) + \alpha_p|\chi(s)|^2 \leq 0 \quad \text{for all } s > 0$$

with some $p \in (1, n + 1)$, where $\alpha_p$ is a positive constant defined as (18.1.9). Then there exists $C > 0$ such that

$$\|u(\cdot, t)\|_{L^p(\Omega)} \leq C \quad \text{for all } t \in (s_0, T_{\max}).$$

**Proof.** Lemmas 18.3.2 and 18.3.3 yield

\begin{equation}
\frac{d}{dt} \int_{\Omega} u^p + \frac{d}{dt} \int_{\Omega} u^p f^{-r} \\
\leq (\mu p + C_1 r) \int_{\Omega} u^p f^{-r} - \mu p \int_{\Omega} u^{p+1} f^{-r} + (b_1 + \mu p) \int_{\Omega} u^p \\
- (\mu p - \mu \varepsilon_2) \int_{\Omega} u^{p+1} - (p - 1)(p(1 - \varepsilon_1) - \varepsilon_3) \int_{\Omega} u^{p-2} |\nabla u|^2 \\
+ b_2 \int_{\Omega} u^{p+1} + r \xi \int_{\Omega} u^p f^{-r} v w
\end{equation}

with

$$r = 2(p - 1)\left(\frac{1}{2} + \varepsilon_1\right)$$

and some $C_1 > 0$. Noting that

$$w(x, t) \leq \|w_0\|_{L^\infty} \quad \text{for all } x \in \Omega \text{ and all } t > 0$$

and

$$f^{-r}(v(x, t), w(x, t)) \leq 1 \quad \text{for all } x \in \Omega \text{ and all } t > 0,$$

we derive from the Young inequality that

$$r \xi \int_{\Omega} u^p f^{-r} v w = (p - 1)(1 + 2\varepsilon_1) \xi \int_{\Omega} u^p f^{-r} v w \\
\leq \varepsilon_4 \int_{\Omega} u^{p+1} f^{-r} + \ell \int_{\Omega} u^{p+1}$$

with some $\varepsilon_4 \in (0, \mu p)$ and $\ell = \ell(\xi, \|w_0\|_{L^\infty}, p, \varepsilon_1, \varepsilon_4) > 0$. Thus a combination of (18.3.6) and the definitions of $\varepsilon_2, \varepsilon_3, \varepsilon_4$ enables us to see that

\begin{equation}
\frac{d}{dt} \int_{\Omega} u^p + \frac{d}{dt} \int_{\Omega} u^p f^{-r} \\
\leq c_1 \int_{\Omega} u^p f^{-r} - c_2 \int_{\Omega} u^{p+1} f^{-r} + c_3 \int_{\Omega} u^p - c_4 \int_{\Omega} u^{p+1} + c_5 \int_{\Omega} u^{p+1} \\
\leq c_6 \int_{\Omega} u^p(f^{-r} + 1) - c_7 \int_{\Omega} u^{p+1}(f^{-r} + 1) + c_5 \int_{\Omega} u^{p+1}
\end{equation}
with some $c_1, c_2, c_3, c_4, c_5, c_6, c_7 > 0$. Here we put
\[ y_q(t) := \int_\Omega |u(\cdot, t)|^q (f^{-r}(v(\cdot, t), w(\cdot, t)) + 1) \]
for $q \geq 1$ and $t \in (s_0, T_{\text{max}})$. Noting from the Hölder inequality, the Young inequality and
\[ f^{-r}(v, w) \leq 1 \text{ on } \Omega \times (s_0, T_{\text{max}}) \]
that there is $c_8 > 0$ satisfying
\[ \left( c_6 + \frac{p+1}{2} \right) y_p \leq \frac{c_7}{2} y_{p+1} + c_8 \text{ on } (s_0, T_{\text{max}}), \]
we infer that
\[
\begin{align*}
(18.3.8) \quad \frac{d}{dt} y_p(t) &\leq c_6 y_p(t) - c_7 y_{p+1}(t) + c_5 \int_\Omega |v(\cdot, t)|^{p+1} \\
&= -\frac{p+1}{2} y_p(t) + \left( c_6 + \frac{p+1}{2} \right) y_p(t) - c_7 y_{p+1}(t) + c_5 \int_\Omega |v(\cdot, t)|^{p+1} \\
&\leq -\frac{p+1}{2} y_p(t) - \frac{c_7}{2} y_{p+1}(t) + c_8 + c_5 \int_\Omega |v(\cdot, t)|^{p+1}
\end{align*}
\]
for all $t \in (s_0, T_{\text{max}})$ with some $c_8 > 0$. Then thanks to Lemma 18.2.3 with $\varepsilon \in (0, \frac{c_7}{2c_5})$ and the relation
\[ \int_\Omega u^{p+1} \leq y_{p+1}, \]
for all $t \in (s_0, T_{\text{max}})$ integrating (18.3.8) over $(s_0, t)$ implies that
\[
\begin{align*}
e^{\frac{p+1}{2} t} y_p(t) &\leq e^{\frac{p+1}{2} s_0} y_p(s_0) - \frac{c_7}{2} \int_{s_0}^t e^{\frac{p+1}{2} s} y_{p+1}(s) \, ds + c_8 \int_{s_0}^t e^{\frac{p+1}{2} s} \, ds \\
&\quad + c_5 \left( \varepsilon \int_{s_0}^t \int_\Omega e^{\frac{p+1}{2} |u(x, s)|^{p+1}} \, dx \, ds + c_9 e^{\frac{p+1}{2} t} + \varepsilon \right) \\
&\leq e^{\frac{p+1}{2} s_0} y_p(s_0) - \left( \frac{c_7}{2} - \varepsilon c_5 \right) \int_{s_0}^t e^{\frac{p+1}{2} s} y_{p+1}(s) \, ds + \frac{2c_8}{p+1} e^{\frac{p+1}{2} t} + c_9 e^{\frac{p+1}{2} t} \\
&\quad + \varepsilon c_5
\end{align*}
\]
with some $c_9 > 0$. Thus we can verify that
\[
y_p(t) \leq e^{-\frac{p+1}{2} (t-s_0)} y_p(s_0) + \frac{2c_8}{p+1} + c_9 e^{-\frac{p+1}{2} t} + c_5 e^{-\frac{p+1}{2} t}
\]
\[
\leq c_{10}
\]
for all $t \in (s_0, T_{\text{max}})$ with some $c_{10} > 0$, which concludes the proof. \qed
Remark 18.3.1. In the case that $n \geq 3$, in order to obtain the $L^p$-estimate for $u$, we use the energy estimate for $\int_\Omega u^p \varphi(v)$ with some function $\varphi$. On the other hand, in the case that $n = 2$, by considering the energy estimate for $\int_\Omega u \log u + \int_\Omega j \nabla v_j^2$ we can attain the $L^p$-estimate for $u$. Here we give a short proof. Since a combination of the Gagliardo–Nirenberg inequality and the $L^2$-estimate for $\nabla v$ (from [167, (3.11)] with the boundedness of $\int_0^{T_{\text{max}}} \int_\Omega u^2$ for all $t \in (0, T_{\text{max}} - \tau)$ with $\tau := \min\{1, \frac{1}{2}T_{\text{max}}\}$) yields

$$\int_\Omega |v|^4 \leq c_1 \left( \int_\Omega |\nabla v|^2 + 1 \right)$$

with some $c_1 > 0$, integration by parts and the Young inequality imply that

$$\langle 18.3.9 \rangle \quad \int_\Omega \chi(v) \nabla u \cdot \nabla v = -\int_\Omega \chi'(v) u |\nabla v|^2 - \int_\Omega \chi(v) u \Delta v$$

$$\leq c_1 \|\chi'\|_{L^\infty(\Omega)}^2 \int_\Omega u^2 + \frac{1}{4c_1} \int_\Omega |\nabla v|^4 + \|\chi\|_{L^\infty(\Omega)} \int_\Omega u^2 + \frac{1}{4} \int_\Omega |\Delta v|^2$$

$$\leq (c_1 \|\chi'\|_{L^\infty(\Omega)}^2 + \|\chi\|_{L^\infty(\Omega)}^2) \int_\Omega u^2 + \frac{1}{2} \int_\Omega |\Delta v|^2 + \frac{1}{4}$$

on $(0, T_{\text{max}})$. Therefore noting

$$\frac{d}{dt} \int_\Omega u \log u + \int_\Omega \frac{|\nabla u|^2}{u} = \int_\Omega \chi(v) \nabla u \cdot \nabla v + \xi \int_\Omega \nabla u \cdot \nabla w$$

$$+ \mu \int_\Omega u (1 + \log u) (1 - u - w),$$

and applying (18.3.9) to the first term on the right-hand-side of the above identity, from arguments similar to those in the proof of [167, Lemma 3.3] we can find a constant $c_2 > 0$ such that

$$\int_\Omega u \log u + \int_\Omega |\nabla v|^2 \leq c_2 \quad \text{in} \quad (0, T_{\text{max}}).$$

Thus due to a generalized Gagliardo–Nirenberg inequality, the boundedness of the energy function leads to existence of $c_3 > 0$ such that

$$\|u\|_{L^\infty(0, T_{\text{max}}; L^2(\Omega))} \leq c_3$$

and

$$\|\nabla v\|_{L^\infty(0, T_{\text{max}}; L^4(\Omega))} \leq c_3.$$
Thanks to this boundedness, from a standard testing argument (see [167, Lemma 3.10]) we can attain that
\[ \|u\|_{L^\infty(0,T_{\max};L^p(\Omega))} \leq c_5 \]
with some \(c_5 > 0\) and \(p > 2\). Here we note that these arguments do not work in the case that \(n \geq 3\); because of lacking the generalized Gagliardo–Nirenberg inequality, we could not obtain the estimate for \(\|u\|_{L^\infty(0,T_{\max};L^n(\Omega))}\) from the boundedness of the energy function. As we mentioned before, in the case that \(n = 2\) the estimate for the energy function yields the \(L^p\)-estimate for \(u\). On the other hand, in the case that \(n = 1\), we do not have to use an energy function; since we have already established the boundedness of \(\|u\|_{L^\infty(0,T_{\max};L^1(\Omega))}\), arguments similar to those in the case that \(n = 2\) lead to \(\|u\|_{L^\infty(0,T_{\max};L^p(\Omega))}\) for some \(p > 1\).

**Proof of Theorem 18.1.1.** Under the condition that \(\chi\) satisfies (18.1.6)–(18.1.8), a combination of Lemmas 18.2.4 and 18.3.4, along with (18.2.1) directly leads to Theorem 18.1.1. \(\Box\)
Chapter 19

Singular sensitivity in a Keller–Segel–fluid system

19.1. Introduction

19.1.1. Chemotaxis–fluid models

One of the assumptions underlying many mathematical models dealing with chemotaxis (i.e. the partially directed movement of cells in the presence of a chemical signal substance) is that – apart from response to or production of the signal – interaction with the environment can be neglected. For transport effects in liquid surroundings this may be justified in the case of single bacteria, but should no longer be assumed in presence of a larger number of cells, as experimentally shown in [38]. Accordingly, inspired by the model suggested in [179] and starting from the construction of weak solutions in [120, 119], over the past few years, the analysis of chemotaxis–fluid models has begun to flourish, in which cells and signal substance are assumed to be transported by a fluid, whose motion is driven by gravitational forces induced by density differences between bacteria and the fluid, and whose velocity $u$ and pressure $P$ hence obey

$$u_t + \kappa (u \cdot \nabla)u = \Delta u + \nabla P + n \nabla \phi, \quad \nabla \cdot u = 0,$$

where $\phi \in C^2(\Omega)$ is a given gravitational potential and the parameter $\kappa \in \{0, 1\}$ distinguishes between Stokes- and Navier–Stokes–governed fluid motion. The equations describing the time evolution of the population density $n$ and signal concentration $c$ differ from their more classical counterparts by a transport term only and are, in a general form, given by

$$\begin{cases} n_t + u \cdot \nabla n = \Delta n - \nabla \cdot (n \chi(n, c) \nabla c), \\ c_t + u \cdot \nabla c = \Delta c + g(n, c). \end{cases}$$

Bacteria of the species Bacillus subtilis that was used in the experiments in [38, 179] chemotactically respond to oxygen which they consume. A prototypical and popular choice of the functions in the above system is accordingly given by $g(n, c) = -nc$ and the classical $\chi(n, c) = \chi = \text{const}$. This choice was, for convex domains, first covered by the existence results in [197], also extension to nonconvex domains ([84]), results on
convergence of solutions ([201]) and its rate ([212]) are available. The most advanced developments dealing with the full chemotaxis-Navier-Stokes system in three-dimensional domains are constituted by the construction of global weak solutions in [204] and the proof of their eventual regularization and convergence in [206]. Also model variants involving logistic source terms ([22, 101]), several species (Chapters 9, 11), rotational sensitivity functions ([203, 30, 118]) and/or nonlinear diffusion ([214, 80]) have been studied and the interested reader can find additional information and references there or in [5, Section 4.1].

Chemotaxis-fluid systems describing a signal being produced by the cells themselves, as with the Keller–Segel type choice $g(n, c) = +n - c$, up to now have been studied in much fewer works. Global solutions were found to exist in a whole-space setting in the sense of mild solutions [93], in systems with sensitivity functions that obey an estimate of the form $\chi(n, c) \leq (1 + n)^{-\alpha}$ for some $\alpha > 0$ ([189, 191]), in the presence of additional logistic source terms ([176]), nonlinear diffusion ([110]) or for sublinear signal production, that is, $g$ generalizing $g(n, c) = n^\alpha - c$ for some $\alpha \in (0, 1)$ ([15]).

19.1.2. Singular sensitivity

Another important class of chemotaxis models is formed by those with a singular sensitivity function, like $\chi(n, c) = \frac{1}{c}$ ($\chi$ being a positive constant). This form is suggested by the Weber–Fechner law of stimulus perception (see [90]) and supported by experimental ([86]) and theoretical ([209]) evidence. Its characteristics are shaped by the chemotactic effects becoming very strong at fast-varying small signal concentrations – and, indeed, for sufficiently large values of the coefficient $\chi$ (namely, $\chi > \frac{2N}{N-2}$), radial solutions undergoing blow-up within finite time have been found in the corresponding parabolic-elliptic fluid-free setting ([142]). On the other hand, for small values of $\chi$ and in the absence of fluid, classical solutions are known to exist globally in bounded domains of dimension two ([11, 144]) or arbitrary dimension ([196]) and to be bounded ([50]; for a generalization involving different diffusion coefficients see also [216]), where the precise condition $\chi < \sqrt{\frac{2}{N}}$ imposed on the chemotactic coefficient in these works is known to be not strict: For two-dimensional domains, global existence and boundedness of classical solutions were shown for any slightly larger $\chi$ in [102]. There is still a range of values for $\chi$ where it is unknown whether blow-up can occur. Attempts at gaining insight here include the consideration of system variants where either component is assumed to diffuse slowly (though not infinitely slowly) if compared to the other ([54] and [55]) and the constructions of solutions within a weaker framework ([196, 165, 105]) that at least cannot undergo blow-up in form of a persistent delta-type singularity.

19.1.3. The combination of fluid and singular sensitivity. Results of this work

The study of chemotaxis systems accounting for both singular sensitivity functions and fluid has only just begun. In a signal-consumptive setting, the existence of weak solutions ([186]) and their eventual smoothness ([16]) have been shown as well as the existence of
global classical solutions under appropriate smallness conditions on the initial data ([16]).

To our knowledge, however, the corresponding system with production of the signal substance has not been treated yet and we wish to initiate these investigations with the present work and consider

\[
\begin{aligned}
    n_t + u \cdot \nabla n &= \Delta n - \chi \nabla \cdot (\frac{n}{\varepsilon} \nabla c), \\
    c_t + u \cdot \nabla c &= \Delta c - c + n, \\
    u_t + \kappa (u \cdot \nabla)u &= \Delta u + \nabla P + n \nabla \phi, \quad \nabla \cdot u = 0 \quad \text{in } \Omega \times (0, T)
\end{aligned}
\]

in a bounded domain $\Omega \subset \mathbb{R}^N$, $N \in \{2, 3\}$, with smooth boundary, and on the time interval $(0, T)$, $T \in (0, \infty]$, supplemented with the usual boundary conditions

\[
\begin{aligned}
    \partial_n n &= \partial_n c = 0, \quad u = 0 \quad \text{in } \partial \Omega \times (0, T)
\end{aligned}
\]

and initial data

\[
\begin{aligned}
    n(\cdot, 0) &= n_0, \quad c(\cdot, 0) = c_0, \quad u(\cdot, 0) = u_0 \quad \text{in } \Omega,
\end{aligned}
\]

that satisfy

\[
\begin{aligned}
    0 &\leq n_0 \in C^0(\overline{\Omega}), \\
    c_0 &\in W^{1, \vartheta}(\Omega), \quad \inf_{x \in \Omega} c_0(x) > 0, \\
    u_0 &\in D(A^\alpha)
\end{aligned}
\]

for some $\vartheta > N$, $\alpha \in (\frac{N}{4}, 1)$, with $A := -\mathcal{P}\Delta$ denoting the Stokes operator in $L^2_2(\Omega)$ under homogeneous Dirichlet boundary conditions. Moreover, we will assume

\[
\begin{aligned}
    \phi &\in C^2(\overline{\Omega}).
\end{aligned}
\]

We shall ask ourselves the question to what extent results and methods of the fluid-free case can be transferred to the present, more complex situation and will, indeed, recover the result on global existence for the same range of parameters as known from [196] for the fluid-free case:

**Theorem 19.1.1.** For $N \in \{2, 3\}$ let $\Omega \subset \mathbb{R}^N$ be a bounded domain with smooth boundary. Suppose that $n_0, c_0, u_0, \phi$ fulfil (19.1.4)–(19.1.7) and $\chi > 0$ satisfies

\[
\chi < \sqrt{\frac{2}{N}}.
\]

Moreover assume that $\kappa \in \{0, 1\}$ if $N = 2$ and that $\kappa = 0$ if $N = 3$. Then there exist functions

\[
\begin{aligned}
    n &\in C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)), \\
    c &\in C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)) \cap L^\infty([0, \infty); W^{1, \vartheta}(\Omega)), \\
    u &\in C^0(\overline{\Omega} \times [0, \infty)) \cap C^{2,1}(\overline{\Omega} \times (0, \infty)), \\
    P &\in C^{1,0}(\overline{\Omega} \times (0, \infty))
\end{aligned}
\]

which solve (19.1.1)–(19.1.3) classically in $\Omega \times [0, \infty)$. Moreover, the solution $(n, c, u, P)$ of (19.1.1)–(19.1.3) is unique, up to addition of spatially constant functions to $P$. 249
19.1.4. Technical challenges and plan of this chapter

While the main idea of deriving (local-in-time-)boundedness from the functional

\[
\int_{\Omega} n^p c^{-r}
\]

for suitable values of \(p\) and \(r\) (employed in [196] as well as [50]) remains applicable (see Lemma 19.2.3), the presence of the transport terms poses obstacles in several respects: Firstly, the starting point for the iteration procedure underlying existence and boundedness proofs in [196] and [50], respectively, was to consider the equation for \(c\) as inhomogeneous heat equation and to use the apparent bound on \(\|n(\cdot, t)\|_{L^1(\Omega)}\) together with semigroup estimates. Now, however, the source term is not \(n\) anymore, but \(n - u \cdot \nabla c\), and a priori little is known about bounds for \(u\) or even \(\nabla c\), so that the reasoning of [50, Lemma 2.4] or [196, Lemma 2.4] cannot be used here. We will hence resort to a differential inequality for \(\int_{\Omega} c^q\) for \(q \in [1, \infty)\) (Lemma 19.2.4) and estimate the production term arising therein by means of

\[
\int_{\Omega} n c^{q-1} \leq \left( \int_{\Omega} n^p c^{-r} \right)^{\frac{1}{p}} \left( \int_{\Omega} c^{\frac{q(r-1)}{p}} \right)^{\frac{p-1}{r}},
\]

where the first factor can be controlled according to the previously obtained bound of \(\int_{\Omega} n^p c^{-r}\) and the second is susceptible to an application of the Gagliardo–Nirenberg inequality and subsequent absorption by the diffusion term (see proof of Lemma 19.2.5). This will enable us to transform the information on \(\int_{\Omega} n^p c^{-r}\) into a boundedness assertion on \(\|n\|_{L^p(\Omega)}\) for some suitably large \(p\) (Lemma 19.2.6). Having derived (time-local) \(L^\infty(\Omega)\)-bounds for the fluid velocity field in the Stokes- and Navier–Stokes settings in Sections 19.3.1 and 19.3.2, respectively, in Section 19.4 we can, mainly leaning on semigroup estimates, conclude global existence of solutions.

The second regard in which the fluid poses an obstacle concerns the crucial uniform-in-time lower bound for \(c\) constituting the core of the boundedness proof in [50]. Again viewing the equation for \(c\) as inhomogeneous heat equation with source term \(n\), in [50, Lemma 2.2] estimates of the heat kernel provide this uniform positive lower bound on \(c\). These estimates rely on the nonnegativity of \(n\), whereas no information about the sign of \(u \cdot \nabla c\) (and hence of \(n - u \cdot \nabla c\)) seems available. That we are hence lacking the corresponding time-global positive lower bound of \(c\) is the main reason why we have to leave open the question of boundedness of the solutions obtained in Theorem 19.1.1.

19.2. Basic properties and estimates

We first recall a local existence result. We also give some lower estimate for \(c\), which plays an important role to in avoiding the difficulty of the singular sensitivity function.

**Lemma 19.2.1.** Let \(N \in \{2, 3\}\), \(\chi > 0\), \(\kappa \in (0, 1)\), \(\vartheta > N\), \(\alpha \in \left(\frac{N}{\vartheta}, 1\right)\) and let \(\Omega \subset \mathbb{R}^N\) be a bounded domain with smooth boundary. Assume that \(n_0, c_0, u_0, \phi\) satisfy (19.1.4)–(19.1.7). Then there exist \(T_{\text{max}} \in (0, \infty]\) and a classical solution \((n, c, u, P)\) of (19.1.1)–
(19.1.3) in $\Omega \times (0, T_{\text{max}})$ such that

\[ n \in C^0(\overline{\Omega} \times [0, T_{\text{max}}]) \cap C^{2,1}(\Omega \times (0, T_{\text{max}})), \]

\[ c \in C^0(\overline{\Omega} \times [0, T_{\text{max}}]) \cap C^{2,1}(\Omega \times (0, T_{\text{max}})) \cap L^\infty_{\text{loc}}([0, T_{\text{max}}]; W^{1,\delta}(\Omega)), \]

\[ u \in C^0(\overline{\Omega} \times [0, T_{\text{max}}]) \cap C^{2,1}(\Omega \times (0, T_{\text{max}})), \]

\[ P \in C^{1,0}(\overline{\Omega} \times (0, T_{\text{max}})) \]

and

\[ T_{\text{max}} = \infty \quad \text{or} \quad \lim_{t \to T_{\text{max}}} \left( \| n(\cdot, t) \|_{L^\infty(\Omega)} + \| c(\cdot, t) \|_{W^{1,\delta}(\Omega)} + \| A^\alpha u(\cdot, t) \|_{L^2(\Omega)} \right) = \infty. \]

Also, the solution is unique, up to addition of spatially constant function to $P$ and, moreover, has the properties

\[ n(x, t) \geq 0 \quad \text{and} \quad c(x, t) \geq \left( \min_{x \in \overline{\Omega}} c_0(x) \right) e^{-t} \quad \text{for all} \ t \in (0, T_{\text{max}}). \]  

(19.2.1)

\[ n(x, t) \geq 0 \quad \text{and} \quad c(x, t) \geq \left( \min_{x \in \Omega} c_0(x) \right) e^{-t} \quad \text{for all} \ t \in (0, T_{\text{max}}). \]

Proof. With adaptations akin to those used in [102, Theorem 2.3 i]) to deal with the singular sensitivity, the usual reasoning (see [5, Theorem 3.1] and [197, Lemma 2.1]) based on the Banach fixed point theorem applied in a closed bounded set in $L^\infty((0, T); C^0(\Omega) \times W^{1,\delta}(\Omega) \times D(A^\alpha))$ for suitably small $T > 0$, followed by regularity arguments, proves this local existence and uniqueness result. The estimates in (19.2.1) immediately follow from the comparison principle.

In the following, we will always assume $N, \Omega, \kappa, \chi, n_0, c_0, u_0, \phi, \theta, \alpha$ to satisfy the conditions of Lemma 19.2.1 and to be fixed. By $(n, c, u, P)$ we will denote the corresponding solution to (19.1.1)–(19.1.3) given by Lemma 19.2.1 and by $T_{\text{max}}$ its maximal existence time.

Our study of these solutions begins with the following simple $L^1(\Omega)$-information:

**Lemma 19.2.2.** For all $t \in (0, T_{\text{max}})$ the mass identity

\[ \int_{\Omega} n(\cdot, t) = \int_{\Omega} n_0 \]

is satisfied. Moreover, there exists $C > 0$ such that

\[ \| c(\cdot, t) \|_{L^1(\Omega)} \leq C \quad \text{for all} \ t \in (0, T_{\text{max}}). \]

Proof. This results from integration of the first and second equation of (19.1.1) due to $\nabla \cdot u = 0$ in $\Omega \times (0, T_{\text{max}})$ and (19.1.2). \( \square \)

As in related situations (see [196, 50], but also [105]), the key for establishing estimates significantly going beyond those of Lemma 19.2.2 lies in the following:
Lemma 19.2.3. If $\chi < 1$, $p \in (1, \frac{1}{\chi})$ and $r \in I_p$, where

$$I_p := \left( \frac{p-1}{2} \left( 1 - \sqrt{1 - p\chi^2} \right), \frac{p-1}{2} \left( 1 + \sqrt{1 - p\chi^2} \right) \right),$$

then there are $C_1 > 0$, $C_2 > 0$ such that

$$\int_{\Omega} n(\cdot, t)^p c(\cdot, t)^{-r} \leq C_1 e^{C_2 t} \quad \text{for all } t \in (0, T_{\text{max}})$$

(19.2.3)

and, moreover, for any finite $T \in (0, T_{\text{max}}]$ there exists $C(T) > 0$ such that

$$\int_0^T \int_{\Omega} |\nabla (n^r e^{-\frac{\chi}{2}})|^2 \leq C(T).$$

(19.2.4)

Proof. Using (19.1.1) and integration by parts, we have that

$$\frac{d}{dt} \int_{\Omega} n^p c^{-r} = -p(p-1) \int_{\Omega} n^{p-2} c^{-r} |\nabla n|^2$$

$$+ (2pr + \chi p(p-1)) \int_{\Omega} n^{p-1} c^{-r-1} \nabla n \cdot \nabla c$$

$$- (\chi pr + r(r+1)) \int_{\Omega} n^{p} c^{-r-2} |\nabla c|^2 + r \int_{\Omega} n^{p} c^{-r}$$

$$- r \int_{\Omega} n^{p+1} c^{-r-1} - \int_{\Omega} u \cdot \nabla (n^p c^{-r}) \quad \text{on } (0, T_{\text{max}}).$$

(19.2.5)

The condition $r \in I_p$ entails that

$$0 > 4p \left( r^2 - (p-1)r + \frac{p(p-1)^2}{4} \chi^2 \right) = (2pr + \chi p(p-1))^2 - 4p(p-1)(\chi pr + r(r+1))$$

and hence

$$(2pr + \chi p(p-1))^2 < 4p(p-1)(\chi pr + r(r+1)).$$

Thus, we apply the Young inequality to the summand $(2pr + \chi p(p-1)) \int_{\Omega} n^{p-1} c^{-r} \nabla n \cdot \nabla c$ in (19.2.5) and with some small $\varepsilon > 0$ obtain

$$\frac{d}{dt} \int_{\Omega} n^p c^{-r} + \varepsilon \int_{\Omega} n^{p-2} c^{-r} |\nabla n|^2 + \varepsilon \int_{\Omega} n^{p} c^{-r-2} |\nabla c|^2 \leq r \int_{\Omega} n^{p} c^{-r} \quad \text{in } (0, T_{\text{max}}),$$

(19.2.6)

where we already have taken into account that $\int_{\Omega} u \cdot \nabla (n^p c^{-r}) = 0$ and $-r \int_{\Omega} n^{p+1} c^{-r-1} \leq 0$ in $(0, T_{\text{max}})$. Integration of (19.2.6) shows (19.2.3) and, since

$$\frac{p^2}{2} n^{p-2} c^{-r} |\nabla n|^2 + \frac{r^2}{2} n^{p} c^{-r-2} |\nabla c|^2 \geq |\nabla (n^r e^{-\frac{\chi}{2}})|^2 \quad \text{in } \Omega \times (0, T_{\text{max}}),$$

also results in (19.2.4).
In order to extract helpful boundedness information concerning \( n \) from (19.2.3), we first require estimates for higher norms of \( c \), whose source is the following lemma:

**Lemma 19.2.4.** For all \( q \geq 1 \),

\[
\int_0^{T_{\max}} \frac{1}{q} \frac{d}{dt} \int_\Omega c^q = -(q - 1) \int_\Omega c^{q-2} |\nabla c|^2 - \int_\Omega c^q + \int_\Omega nc^{q-1}
\]

holds on \((0, T_{\max})\).

**Proof.** From the second equation in (19.1.1) we obtain that

\[
\frac{1}{q} \frac{d}{dt} \int_\Omega c^q = \int_\Omega c^{q-1} \Delta c - \int_\Omega c^q + \int_\Omega nc^{q-1} - \int_\Omega c^{q-1} u \cdot \nabla c
\]

on \((0, T_{\max})\). Here we note from \( \nabla \cdot u = 0 \) in \( \Omega \times (0, T_{\max}) \) that

\[
\int_\Omega c^{q-1} u \cdot \nabla c = \frac{1}{q} \int_\Omega u \cdot \nabla (c^q) = 0
\]

on \((0, T_{\max})\) and therefore the last term in (19.2.8) vanishes, so that (19.2.7) holds.

We now turn our attention to the derivation of \( L^q(\Omega) \)-estimates for \( c \). In light of the differential inequality from Lemma 19.2.4, our main objective will be the estimate of \( \int_\Omega nc^{q-1} \).

**Lemma 19.2.5.** If \( \chi = \sqrt{\frac{2}{N}}, \) for all \( q \in (1, \infty) \) and any finite \( T \in (0, T_{\max}] \) there exists a constant \( C(q,T) > 0 \) such that

\[
\|c(\cdot, t)\|_{L^q(\Omega)} \leq C(q,T) \quad \text{for all} \; t \in (0,T).
\]

**Proof.** Without loss of generality we may assume \( q \geq 2 \). We put \( p \in (\frac{N}{2}, \min\{\frac{1}{\chi^2}, 3\}) \) and \( r = \frac{p}{2} \), so that the inequality \( q > p - r \) holds and, clearly, \( r \in I_p \). Therefore Lemma 19.2.3 is applicable and asserts the existence of \( C_1 > 0 \) and \( C_2 > 0 \) such that, by the Hölder inequality,

\[
\int_\Omega nc^{q-1} \leq \left( \int_\Omega n^p c^{-r} \right)^{\frac{1}{p}} \left( \int_\Omega c^{\frac{p(q-2)}{p-1}} \right)^{\frac{p-1}{p}} \leq C_1 c_{c^2}^T \|c(\cdot, t)\|_{L^\frac{2(pq-p+r)}{pq-p+r}(\Omega)}^a
\]

in \((0,T)\), where \( a := \frac{2pq}{pq-p+r} \). Due to the Gagliardo–Nirenberg inequality (see Lemma 2.1.1) there is \( C_{GN} > 0 \) such that

\[
\|c(\cdot, t)\|_{L^\frac{2(pq-p+r)}{pq-p+r}(\Omega)} \leq C_{GN} \|\nabla c(\cdot, t)\|^b_{L^2(\Omega)} \|c(\cdot, t)\|_{L^2(\Omega)}^{a(1-b)} + C_{GN} \|c(\cdot, t)\|_{L^2(\Omega)}^c
\]

for all \( t \in (0, T) \), where \( b := \frac{N(q-p+r)}{2(pq-p+r)} \). Noting from \(-N(p-r) < (2p-N)q\) that

\[
ab = \frac{2(pq-p+r)}{pq} \cdot \frac{N(q-p+r)}{2(pq-p+r)} = \frac{N(q-p+r)}{pq} < 2,
\]
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we infer from the Young inequality that with some \( C_3(q, T) > 0 \)
\[
(19.2.11) \quad \| \nabla c(\cdot, t) \|_{L^2(\Omega)}^{a(1-b)} \| c(\cdot, t) \|_{L^2(\Omega)}^{b} \leq \frac{q-1}{2CGNC_1e^{CT^2}} \| \nabla c(\cdot, t) \|_{L^2(\Omega)}^{a(1-b)} + C_3(q, T) \| c(\cdot, t) \|_{L^2(\Omega)}^{b} + \frac{2a(1-b)pq}{2pq - N(q-p+r)}
\]
for all \( t \in (0, T) \). Here since \( N \in \{2, 3\} \) implies \((N-1)r < p\), we can confirm that
\[
\frac{2a(1-b)pq}{2pq - N(q-p+r)} = \frac{2(2p + (N-2)p - Nq + (N-2)r)}{2pq - N(q-p+r)} < 2.
\]
Thus, relying once more on the Young inequality we can derive from (19.2.11) that there exists \( C_4(q, T) > 0 \) such that
\[
(19.2.12) \quad \| \nabla c(\cdot, t) \|_{L^2(\Omega)}^{a(1-b)} \| c(\cdot, t) \|_{L^2(\Omega)}^{b} \leq \frac{q-1}{2^{a+1}CGNC_1e^{CT^2}} \| \nabla c(\cdot, t) \|_{L^2(\Omega)}^{a(1-b)} + \frac{1}{2^{a+1}CGNC_1e^{CT^2}} \| c(\cdot, t) \|_{L^2(\Omega)}^{b} + C_4(q, T)
\]
is valid for all \( t \in (0, T) \). Combination of (19.2.7), (19.2.9), (19.2.10) and (19.2.12) with Lemma 19.2.2 implies that with some \( C_5(q, T) > 0 \)
\[
\frac{1}{q} \frac{d}{dt} \int_\Omega c^a \leq -\frac{q-1}{2} \int_\Omega c^{a-2} |\nabla c|^2 - \frac{1}{2} \int_\Omega c^a + C_5(q, T)
\]
on \( (0, T) \), which means that there exists \( C_6(q, T) > 0 \) such that
\[
\| c(\cdot, t) \|_{L^q(\Omega)} \leq C_6(q, T) \quad \text{for all } t \in (0, T).
\]

Now we have already prepared all tools to obtain an \( L^p(\Omega) \)-estimate for \( n \), for some \( p > \frac{N}{2} \), which is an important stopover on the route to the \( L^\infty(\Omega) \)-estimate for \( n \) and will be of particular importance in the proofs of Lemma 19.4.1 and Lemma 19.3.2.

**Lemma 19.2.6.** We assume \( \chi < \sqrt{\frac{2}{N}} \). For any \( p \in (1, \frac{1}{\chi}) \) and any finite \( T \in (0, T_{\text{max}}] \) there is \( C(p, T) > 0 \) such that
\[
(19.2.13) \quad \| n(\cdot, t) \|_{L^p(\Omega)} \leq C(p, T) \quad \text{for all } t \in (0, T).
\]

**Proof.** Without loss of generality we assume \( p \in \left( \frac{N}{2}, \frac{1}{\chi} \right) \), let \( p_0 \in (p, \frac{1}{\chi}) \) and set \( r_0 := \frac{p}{p_0-1} \in I_p \). Then we can see from the Hölder inequality that
\[
\int_\Omega n^p = \int_\Omega \left( n^{p_0} e^{-r_0} \right)^{\frac{p}{p_0}} \leq \left( \int_\Omega n^{p_0} e^{-r_0} \right)^{\frac{p}{p_0}} \left( \int_\Omega \frac{r_0}{p_0} \right)^{\frac{p_0-p}{p_0}}
\]
on \( (0, T) \), which by Lemmas 19.2.3 and 19.2.5 implies (19.2.13). \( \square \)
19.3. Boundedness for $u$

Having obtained $L^p(\Omega)$-bounds for $n$ and hence for the driving force in the fluid equation, we devote this section to the derivation of estimates for the fluid velocity. We begin with the following $L^2(\Omega)$-information on $u$ and $L^2(\Omega \times (0, T))$-estimate for $\nabla u$, before we separately consider the cases of Stokes- and Navier-Stokes-fluids in Subsections 19.3.1 and 19.3.2.

Lemma 19.3.1. If $\chi < \sqrt{\frac{2}{N}}$, for any finite $T \in (0, T_{\text{max}}]$ there exists $C(T) > 0$ such that

\begin{equation}
\int_{\Omega} |u(t, \cdot)|^2 \leq C(T) \quad \text{for all } t \in (0, T) \tag{19.3.1}
\end{equation}

and

\begin{equation}
\int_{0}^{T} \int_{\Omega} |\nabla u(t, \cdot)|^2 \leq C(T). \tag{19.3.2}
\end{equation}

Proof. Testing the third equation in (19.1.1) by $u$ and integrating by parts, we see that

\begin{equation}
\frac{1}{2} \frac{d}{dt} \int_{\Omega} |u|^2 + \int_{\Omega} |\nabla u|^2 = \int_{\Omega} nu \cdot \nabla \phi \quad \text{on } (0, T), \tag{19.3.3}
\end{equation}

because $\kappa \int_{\Omega} u \cdot (u \cdot \nabla)u = -\kappa \int_{\Omega} \nabla \cdot u |u|^2 = 0$. We let $p \in \left(\frac{N+2}{2N}, \frac{1}{\chi^2}\right)$ so that Lemma 19.2.6 provides us with $C_1 > 0$ such that $\|u(t, \cdot)\|_{L^p(\Omega)} \leq C_1$ for all $t \in (0, T)$. Then setting $p' := \frac{p}{p-1}$ we have $p' \in \left[1, \frac{2N}{N+2}\right)$ and may rely on the Sobolev embedding $W^{1,2}(\Omega) \hookrightarrow L^{p'}(\Omega)$ to obtain $C_2 > 0$ satisfying $\|w\|_{L^{p'}(\Omega)} \leq C_2 \|\nabla w\|_{L^2(\Omega)}$ for all $w \in W^{1,2}_0(\Omega)$. From the Hölder inequality, this embedding, and the Young inequality, we can conclude that

\begin{equation}
\int_{\Omega} nu \cdot \nabla \phi \leq C_2 \|\nabla \phi\|_{L^\infty(\Omega)} \|n\|_{L^p(\Omega)} \|\nabla u\|_{L^2(\Omega)} \leq \frac{1}{2} \int_{\Omega} |\nabla u|^2 + C_2^2 C_2^2 \|\nabla \phi\|_{L^\infty(\Omega)}^2 \tag{19.3.4}
\end{equation}

holds on $(0, T)$, which by (19.3.3) implies that there exists $C_3 > 0$ such that

\begin{equation}
\frac{d}{dt} \int_{\Omega} |u|^2 + \int_{\Omega} |\nabla u|^2 \leq C_3 \quad \text{on } (0, T). \tag{19.3.4}
\end{equation}

Thus thanks to the Poincaré inequality we can find a constant such that (19.3.1) holds. Combination of (19.3.4) and (19.3.1) then also entails (19.3.2) with some $C(T)$. \hfill \Box

19.3.1. The case $\kappa = 0$

In the case $\kappa = 0$ the regularity properties for $n$ and $u$ already established in Lemma 19.2.6 and Lemma 19.3.1, respectively, will be sufficient to prove the boundedness of $u$ even in the case of $N = 3$. It is well known that the regularity of solutions to the Stokes subsystem $u_t + Au = P(n \nabla \phi)$ appearing in (19.1.1) is only contingent on the regularity of the forcing term $P(n \nabla \phi)$. Arguments appearing in the proof of the lemma below have been previously used in e.g. [202] and [190] and rely on semigroup estimates for the Stokes semigroup.
Lemma 19.3.2. If $\chi < \sqrt{\frac{2}{N}}$, for any finite $T \in (0, T_{\max}]$ and any $\alpha_0 \in (\frac{N}{4}, \alpha]$ satisfying
\[ \alpha_0 < 1 - \frac{N}{2} \chi^2 + \frac{N}{4}, \]
there is $C(T) > 0$ such that
\[ (19.3.5) \quad \|A^{\alpha_0} \left( e^{-tA}u_0 + \int_0^t e^{-(t-s)A}P(n(\cdot, s)\nabla\phi)ds \right) \|_{L^2(\Omega)} \leq C(T) \quad \text{for all } t \in (0, T). \]

Proof. We pick $p \in (\frac{N}{2}, \min\{\frac{1}{2}, 2\})$ and $\delta \in (0, 1)$ sufficiently small such that
\[ \alpha_0 + \delta < 1 - \frac{N}{2} \left( \frac{1}{p} - \frac{1}{2} \right) \]
holds. We then fix $p_0 > p$ satisfying
\[ 2\delta - \frac{N}{p} > -\frac{N}{p_0} \]
and note that
\[ (19.3.6) \quad \alpha_0 + \delta + \frac{N}{2} \left( \frac{1}{p_0} - \frac{1}{2} \right) < 1. \]
Since $u_0 \in D(A^{\alpha_0})$ by $\alpha_0 \leq \alpha$, we can use that $A^{\alpha_0}$ and $e^{-tA}$ commute ([162, p. 206, (1.5.16)]) and thereby find $C_1 > 0$ such that
\[ (19.3.7) \quad \|A^{\alpha_0}e^{-tA}u_0\|_{L^2(\Omega)} = \|e^{-tA}A^{\alpha_0}u_0\|_{L^2(\Omega)} \leq \|A^{\alpha_0}u_0\|_{L^2(\Omega)} \leq C_1 \]
for all $t \in (0, T_{\max})$. To treat the integrand in (19.3.5), we recall that by standard regularity estimates for the Stokes semigroup (e.g. [202, Lemma 3.1], [30, Lemma 2.3]) there exist $C_2 > 0$ and $\lambda_1 > 0$ such that
\[ (19.3.8) \quad \|A^{\alpha_0+\delta}e^{-(t-s)A}A^{-\delta}P((n(\cdot, s)\nabla\phi))\|_{L^2(\Omega)} \leq C_2(t-s)^{-\alpha_0-\delta-\frac{N}{p_0}-\frac{1}{2}}e^{-\lambda_1(t-s)} \|A^{-\delta}P(n(\cdot, s)\nabla\phi)\|_{L^{p_0}(\Omega)} \]
for all $s \in (0, t)$. Additionally, our choice of $2\delta - \frac{N}{p} > -\frac{N}{p_0}$ implies that for any $s \in (0, t)$ we have
\[ (19.3.9) \quad \|A^{-\delta}P(n(\cdot, s)\nabla\phi)\|_{L^{p_0}(\Omega)} \leq C_3\|n(\cdot, s)\nabla\phi\|_{L^p(\Omega)} \leq C_3\|\nabla\phi\|_{L^\infty(\Omega)}\|n(\cdot, s)\|_{L^p(\Omega)}, \]
with some $C_3 > 0$ (see also [202, Lemma 3.3] and [190, Lemma 2.3]). Due to the fact that $p \in (\frac{N}{2}, \frac{1}{\chi})$, Lemma 19.2.6 provides $C_4 > 0$ such that $\|n(\cdot, t)\|_{L^p(\Omega)} \leq C_4$ for all $t \in (0, T)$ and therefore a combination of (19.3.7)–(19.3.9) shows that
\[ (19.3.10) \quad \|A^{\alpha_0} \left( e^{-tA}u_0 + \int_0^t e^{-(t-s)A}P(n(\cdot, s)\nabla\phi)ds \right) \|_{L^2(\Omega)} \leq C_1 + C_2C_3C_4\|\nabla\phi\|_{L^\infty(\Omega)}\int_0^t (t-s)^{-\alpha_0-\delta-\frac{N}{p_0}-\frac{1}{2}}e^{-\lambda_1(t-s)}ds \]
holds for all $t \in (0, T)$, which in view of (19.3.6) and the fact that $\phi \in C^2(\overline{\Omega})$ implies (19.3.5). \[\Box\]
**Lemma 19.3.3.** Assume \( \chi < \sqrt{\frac{2}{N}} \) and let \( \alpha_0 \in (\frac{\chi}{2}, \alpha] \) satisfy \( \alpha_0 \leq 1 - \frac{N}{2} \chi^2 + \frac{N}{2} \chi \). If \( \kappa = 0 \), corresponding to any finite \( T \in (0, T_{\text{max}}] \) there exists \( C(T) > 0 \) such that

\[
\|A^{\alpha_0}u(\cdot, t)\|_{L^2(\Omega)} \leq C(T) \quad \text{for all } t \in (0, T)
\]

and

\[
\|u(\cdot, t)\|_{L^\infty(\Omega)} \leq C(T) \quad \text{for all } t \in (0, T).
\]

**Proof.** Since for \( \kappa = 0 \) the solution \( u \) is given by

\[
u(\cdot, t) = e^{-tA}u_0 + \int_0^t e^{-(t-s)A}P(n(\cdot, s)\nabla \phi) \, ds,
\]
due to the compatibility of the choice of \( \alpha_0 \) with the requirements of Lemma 19.3.2, this lemma immediately yields (19.3.10), whereupon (19.3.11) is a consequence of the embedding \( D(A^{\alpha_0}) \hookrightarrow C^{\gamma}(\Omega) \) for arbitrary \( \gamma \in (0, 2\alpha_0 - \frac{N}{2}) \).

---

**19.3.2. The case \( \kappa = 1 \) and \( N = 2 \)**

Here we will focus on the case that \( \kappa = 1 \) and \( N = 2 \). In this setting we can make use of arguments previously employed in [197].

The proof of Lemma 19.3.5 will require some spatio-temporal integrability of \( n \) of higher order than directly guaranteed by Lemma 19.2.6. We therefore prepare the following:

**Lemma 19.3.4.** Assume that \( \kappa = 1 \) and \( N = 2 \). If \( \chi < \sqrt{\frac{2}{N}} \), for any finite \( T \in (0, T_{\text{max}}] \) there is \( C(T) > 0 \) such that

\[
\int_0^T \int_\Omega n^2 \leq C(T).
\]

**Proof.** Let \( p \in (1, \frac{1}{\chi^2}) \) and \( r := \frac{p-1}{2} \in I_p \). First we recall from (19.2.4) that there are \( C_1 > 0 \) and \( C_2 > 0 \) such that

\[
\int_0^T \int_\Omega |\nabla(n^\frac{p}{2}c^{-\frac{r}{2}})|^2 \leq C_1 \quad \text{and} \quad \sup_{t \in (0, T)} \int_\Omega n^pc^{-r}(\cdot, t) \leq C_2
\]

hold. The Gagliardo–Nirenberg inequality (see Lemma 2.1.1) hence provides \( C_3 > 0 \) such that

\[
\int_0^T \|n(\cdot, t)c(\cdot, t)^{-\frac{r}{2}}\|_{L^{2p}(\Omega)}^{2p} \, dt = \int_0^T \|n(\cdot, t)^{\frac{r}{2}}c(\cdot, t)^{-\frac{r}{2}}\|_{L^4(\Omega)}^4 \, dt \\
\leq C_3 \int_0^T \|\nabla(n(\cdot, t)^{\frac{r}{2}}c(\cdot, t))^{-\frac{r}{2}}\|_{L^2(\Omega)}^2 \|n(\cdot, t)^{\frac{r}{2}}c(\cdot, t)^{-\frac{r}{2}}\|_{L^2(\Omega)}^2 \, dt \\
+ C_3 \int_0^T \|n(\cdot, t)^{\frac{r}{2}}c(\cdot, t)^{-\frac{r}{2}}\|_{L^2(\Omega)} \, dt \leq C_3C_2C_1 + C_3C_2C_2T,
\]
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which means that
\[ \int_0^T \int_\Omega n^{2p} e^{-(p-1)} \leq C \] (19.3.12)
holds. Thanks to the Young inequality, we can estimate
\[ \int_0^T \int_\Omega n^2 \leq \int_0^T \int_\Omega n^{2p} e^{-(p-1)} + \int_0^T \int_\Omega c, \]
so that (19.3.12) and the $L^1(\Omega)$-boundedness of $c$ as asserted by Lemma 19.2.2 finish the proof.

Lemma 19.3.5. If $\chi < \sqrt{\frac{2}{N}}$, $\kappa = 1$, $N = 2$, then for any finite $T \in (0, T_{\text{max}}]$ there exists $C(T) > 0$ such that
\[ \int_\Omega |\nabla u(\cdot, t)|^2 \leq C(T) \quad \text{for all } t \in (0, T) \]
and
\[ \int_0^T \int_\Omega |Au|^2 \leq C(T). \] (19.3.13)

Proof. Testing the third equation in (19.1.1) by $Au$ and using the Young inequality, we obtain that
\[ \frac{1}{2} \frac{d}{dt} \int_\Omega |\nabla u|^2 + \int_\Omega |Au|^2 = \int_\Omega (n\nabla \phi)Au - \int_\Omega (u \cdot \nabla)uAu \leq \frac{1}{2} \int_\Omega |Au|^2 + C_1 \int_\Omega n^2 + \int_\Omega |u|^2|\nabla u|^2 \quad \text{on } (0, T) \] (19.3.14)
with some $C_1 > 0$. Concerning the last term herein, we follow [197, Proof (of Theorem 1.1)] and employ the Gagliardo–Nirenberg inequality, Lemma 19.3.1 and the Young inequality in obtaining $C_2 > 0$, $C_3 > 0$ and $C_4 > 0$ such that
\[ \int_\Omega |u|^2|\nabla u|^2 \leq \|u\|_{L^\infty(\Omega)}^2 \|\nabla u\|_{L^2(\Omega)}^2 \]
\[ \leq C_2 \|u\|_{W^{1,2}(\Omega)} \|u\|_{L^2(\Omega)} \|\nabla u\|_{L^2(\Omega)}^2 \]
\[ \leq C_2 C_3 \|u\|_{W^{1,2}(\Omega)} \|\nabla u\|_{L^2(\Omega)}^2 \]
\[ \leq \frac{1}{4} \||Au||_{L^2(\Omega)}^2 + C_4 \|\nabla u\|_{L^2(\Omega)}^4 \quad \text{on } (0, T). \]
From (19.3.14) we can hence see that with $C_5 := \max\{C_1, C_4\} > 0$
\[ \frac{d}{dt} \int_\Omega |\nabla u|^2 + \frac{1}{4} \int_\Omega |Au|^2 \leq C_5 \left( \left( \int_\Omega |\nabla u|^2 \right)^2 + \int_\Omega n^2 \right) \quad \text{on } (0, T). \]
If we put \( y(t) := \int_\Omega |\nabla u(\cdot, t)|^2, \ t \in (0, T) \), then \( y \) satisfies

\[
y'(t) \leq C_5 \left( \int_\Omega |\nabla u(\cdot, t)|^2 y(t) + \int_\Omega n^2(\cdot, t) \right) \quad \text{for all } t \in (0, T),
\]

which implies

\[
y(t) \leq y(0) e^{\int_0^t \int_\Omega |\nabla u(\cdot, s)|^2 ds} + C_5 \int_0^t e^{\int_0^s \int_\Omega |\nabla u(\cdot, \sigma)|^2 d\sigma} \left( \int_\Omega n^2(x, s) dx \right) ds, \quad t \in (0, T).
\]

Here noting from Lemmas 19.3.1 and 19.3.4 that

\[
\int_0^T \int_\Omega |\nabla u(\cdot, \sigma)|^2 d\sigma < \infty
\]

and

\[
\int_0^T \int_\Omega n^2(\cdot, s) ds < \infty,
\]

we find \( C_6(T) > 0 \) such that

\[
\int_\Omega |\nabla u|^2 \leq C_6(T) \quad \text{on } (0, T).
\]

Thanks to this boundedness, we can establish (19.3.13).

Then the same argument as in [197, Proof (of Theorem 1.1)] leads to the \( L^\infty(\Omega) \)-estimate for \( u \):

**Lemma 19.3.6.** If \( \chi < \sqrt{\frac{2}{\pi}} \), \( \kappa = 1 \), \( N = 2 \), then for any finite \( T \in (0, T_{\text{max}}] \) and any \( \alpha_0 \in \left( \frac{N}{4}, \alpha \right] \) there exists \( C_1(T) > 0 \) such that

\[
\| A^{\alpha_0} u(\cdot, t) \|_{L^2(\Omega)} \leq C_1(T) \quad \text{for all } t \in (0, T).
\]

Moreover, there exists \( C_2(T) > 0 \) satisfying

\[
\| u(\cdot, t) \|_{L^\infty(\Omega)} \leq C_2(T) \quad \text{for all } t \in (0, T).
\]

**Proof.** Since \( \alpha_0 \) satisfies the condition of Lemma 19.3.2, we see that

\[
\| A^{\alpha_0} u(\cdot, t) \|_{L^2(\Omega)} \leq \| A^{\alpha_0} \left( e^{-tA} u_0 + \int_0^t e^{-(t-s)A} \mathcal{P} \left( u(\cdot, s) \nabla \phi \right) ds \right) \|_{L^2(\Omega)}
\]

\[
+ \int_0^t \| A^{\alpha_0} e^{-(t-s)A} \mathcal{P} \left( (u \cdot \nabla) u \right)(\cdot, s) \|_{L^2(\Omega)} ds
\]

\[
\leq C_3 + \int_0^t \| A^{\alpha_0} e^{-(t-s)A} \mathcal{P} \left( (u \cdot \nabla) u \right)(\cdot, s) \|_{L^2(\Omega)} ds \quad \text{for all } t \in (0, T),
\]

with \( C_3 > 0 \) given by said lemma. Again following [197, Proof (of Theorem 1.1)], we choose \( p > 2 \) so large that \( p' := \frac{p}{p-1} \) satisfies \( p' \alpha_0 < 1 \). Then by a well-known estimate for
the norm of $A^{\alpha_0}e^{-tA}$ (see e.g. [30, Lemma 2.3i]) and the H"older inequality, we find that with some $C_A > 0$

$$
\int_0^t \| A^{\alpha_0}e^{-(t-s)A}(u \cdot \nabla)u \|_{L^2(\Omega)} ds 
\leq C_A \int_0^t (t-s)^{-\alpha_0} \| (u(\cdot, s) \cdot \nabla)u(\cdot, s) \|_{L^2(\Omega)} ds 
\leq C_A \left( \int_0^t (t-s)^{-p\alpha_0} ds \right)^{\frac{1}{p}} \left( \int_0^t \| (u(\cdot, s) \cdot \nabla)u(\cdot, s) \|_{L^2(\Omega)}^p ds \right)^{\frac{1}{p}}
$$

for all $t \in (0, T)$. Since $W^{1,2}(\Omega) \hookrightarrow L^p(\Omega)$ due to $N = 2$, from this embedding and the Gagliardo–Nirenberg inequality we obtain $C_5 > 0$ and $C_6 > 0$, respectively, such that from the H"older inequality we can infer

$$
\int_0^t \| (u(\cdot, s) \cdot \nabla)u(\cdot, s) \|_{L^2(\Omega)} ds \leq \int_0^T \| u(\cdot, s) \|_{L^p(\Omega)}^p \| \nabla u(\cdot, s) \|_{L^{\frac{2p}{2-p}}(\Omega)}^p ds
\leq C_5 \int_0^T \| \nabla u(\cdot, s) \|_{L^2(\Omega)}^p \| \nabla u(\cdot, s) \|_{L^{\frac{2p}{2-p}}(\Omega)}^p ds
\leq C_5 C_6 \int_0^T \| \nabla u(\cdot, s) \|_{L^2(\Omega)}^p \| \Delta u(\cdot, s) \|_{L^{\frac{2p}{p-2}}(\Omega)}^2 ds
\leq C_5 C_6 \left( \sup_{t \in (0,T)} \| \nabla u(\cdot, t) \|_{L^2(\Omega)}^{2p-2} \right) \int_0^T \| \Delta u(\cdot, s) \|_{L^2(\Omega)}^2 ds.
$$

Here an application of Lemma 19.3.5 finishes the proof of (19.3.15), which by the embedding of $D(A^{\alpha_0})$ into $L^\infty(\Omega)$ entails (19.3.16), too.

\[ \square \]

19.4. Boundedness for $n$

The goal of this section will be to establish an $L^\infty(\Omega)$-estimate for $n$ by combination of previously obtained estimates and to finally prove Theorem 19.1.1. Control of the cross-diffusion term in the equation for $n$ will be supplied by the following boundedness statement concerning $\nabla c$.

Lemma 19.4.1. If $\kappa = 1$, assume that $N = 2$. Let $1 \leq p \leq q < \infty$ satisfy $q < \vartheta$ and $\frac{1}{2} + \frac{N}{2} (\frac{1}{p} - \frac{1}{q}) < 1$. Then for any finite $T \in (0, T_{\text{max}}]$ there exists a constant $C(T) > 0$ such that

\begin{equation}
\| \nabla c(\cdot, t) \|_{L^q(\Omega)} \leq C(T) \left( 1 + \sup_{s \in (0,T)} \| n(\cdot, s) \|_{L^p(\Omega)} \right) \quad \text{for all } t \in (0, T).
\end{equation}

In particular, if $\chi < \sqrt{\frac{2}{N}}$, then for any $q \in [1, \frac{1}{\chi^2 - \frac{N}{N}}] \cap [1, \vartheta)$ and any finite $T \in (0, T_{\text{max}}]$ there is $C(q, T) > 0$ such that

\begin{equation}
\| \nabla c(\cdot, t) \|_{L^q(\Omega)} \leq C(q, T) \quad \text{for any } t \in (0, T).
\end{equation}
Proof. Applying the variation of constants formula for \( c \), we have
\[
(19.4.3) \quad c(\cdot, t) = e^{(\Delta - 1) t} c_0 + \int_0^t e^{(t-s)(\Delta - 1)} (n(\cdot, s) + u(\cdot, s) \cdot \nabla c(\cdot, s)) \, ds, \quad t \in (0, T_{\max}).
\]
In light of standard semigroup estimates for the Neumann heat semigroup (see Lemma 2.2.2) we find \( C_1 > 0 \) such that
\[
(19.4.4) \quad \| \nabla e^{(\Delta - 1) t} c_0 \|_{L^p(\Omega)} \leq C_1 \| \nabla c_0 \|_{L^q(\Omega)} \quad \text{for all } t \in (0, T_{\max}).
\]
Similarly, the semigroup estimates of [194, Lemma 1.3 (ii)] provide us with \( C_2 > 0 \), for any \( t \in (0, T) \) fulfilling
\[
(19.4.5) \quad \int_0^t \| e^{(t-s)(\Delta - 1)} n(\cdot, s) \|_{L^p(\Omega)} \, ds \\
\leq C_2 \int_0^t \left( 1 + (t-s)^{-\frac{1}{2}} \frac{N}{2} \frac{1}{2} \right) e^{-\sigma (t-s)} \| n(\cdot, s) \|_{L^p(\Omega)} \, ds \\
\leq C_2 \sup_{s \in (0, T)} \| n(\cdot, s) \|_{L^p(\Omega)} \int_0^t \left( 1 + \sigma^{-\frac{1}{2}} \frac{N}{2} \frac{1}{2} \right) e^{-\sigma} \, d\sigma,
\]
wherein the last integral is finite since \( \frac{1}{2} + \frac{N}{2} \frac{1}{2} < 1 \). Now we put \( r \geq q, \eta \leq \frac{1}{2} \)
satisfying \( \eta + \frac{N}{2} (\frac{1}{2} - \frac{1}{q}) < \eta \) and \( \delta \in (0, \frac{1}{2} - \eta) \). Since \( 2\eta - \frac{N}{r} > 1 - \frac{N}{q} \), the domain \( D((-\Delta + 1)^\eta) \) of the fractional power of the operator \(-\Delta + 1\) is continuously embedded into \( W^{1, q}(\Omega) \) (see Lemma 2.2.1) and we can hence find \( C_3 > 0 \) such that
\[
\| w \|_{W^{1, q}(\Omega)} \leq C_3 \| (-\Delta + 1)^\eta w \|_{L^r(\Omega)} \quad \text{for any } w \in D((-\Delta + 1)^\eta).
\]
Aided by Lemma 2.2.1 we moreover fix \( C_4 > 0 \) such that
\[
\| (-\Delta + 1)^\eta e^{-\tau (-\Delta + 1)^\eta} \nabla \cdot w \|_{L^r(\Omega)} \leq C_4 \tau^{-\frac{1}{2} \delta} e^{-\lambda \tau} \| w \|_{L^r(\Omega)} \quad \text{for all } \tau > 0 \text{ and } w \in L^r(\Omega).
\]
Additionally relying on \( \nabla \cdot u = 0 \) in \( \Omega \times (0, T_{\max}) \) we then find
\[
(19.4.6) \quad \int_0^t \| \nabla e^{(t-s)(\Delta - 1)} u(\cdot, s) \cdot \nabla c(\cdot, s) \|_{L^q(\Omega)} \, ds \\
\leq \int_0^t \| e^{(t-s)(\Delta - 1)} \nabla \cdot (c(\cdot, s) u(\cdot, s)) \|_{W^{1, q}(\Omega)} \, ds \\
\leq C_3 \int_0^t \| (-\Delta + 1)^\eta e^{(t-s)(\Delta - 1)} \nabla \cdot (c(\cdot, s) u(\cdot, s)) \|_{L^r(\Omega)} \, ds \\
\leq C_3 C_4 \int_0^t (t-s)^{-\frac{1}{2} \delta} \| c(\cdot, s) u(\cdot, s) \|_{L^r(\Omega)} \, ds \quad \text{for all } t \in (0, T_{\max}).
\]
Since by Lemma 19.2.5, and Lemma 19.3.3 or Lemma 19.3.6 there is \( C_5 > 0 \) such that
\[
\| c(\cdot, s) u(\cdot, s) \|_{L^r(\Omega)} \leq C_5 \quad \text{for all } s \in (0, T),
\]
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we can conclude from $\eta + \frac{1}{2} + \delta < 1$ and (19.4.6) that with $C_6 := C_3 C_3 C_5 \int_0^T \sigma^{-\eta - \frac{1}{2} - \delta} d\sigma \in (0, \infty)$ we have

$$
(19.4.7) \quad \int_0^t \|\nabla e^{(t-s)(\Delta-1)} u(\cdot, s) \cdot \nabla c(\cdot, s)\|_{L^q(\Omega)} ds \leq C_6 \quad \text{for all } t \in (0, T).
$$

Combination of (19.4.3), (19.4.4), (19.4.5) and (19.4.7) establishes the asserted inequality (19.4.1). If $q < \frac{1}{\chi^2 - \frac{1}{N}}$ and hence

$$
1 > \frac{1}{2} + \frac{N}{2} \left( \frac{\chi^2 - \frac{1}{N}}{q} \right),
$$

it is possible to choose $p \in \left( \frac{N}{2}, \frac{1}{\chi^2} \right) \cap \left( \frac{N}{2}, q \right]$ such that still

$$
1 > \frac{1}{2} + \frac{N}{2} \left( \frac{1}{p} - \frac{1}{q} \right)
$$

and (19.4.2) results from (19.4.1) and Lemma 19.2.6.

Now we shall establish a temporally local $L^\infty(\Omega)$-estimate for $n$.

**Lemma 19.4.2.** Assume that $\chi < \sqrt{\frac{2}{N}}$. If $\kappa = 1$, additionally suppose that $N = 2$. Then for any finite $T \in (0, T_{\text{max}})$ there exists a constant $C(T) > 0$ satisfying

$$
\|n(\cdot, t)\|_{L^\infty(\Omega)} \leq C(T) \quad \text{for all } t \in (0, T).
$$

**Proof.** From (19.2.1) and (19.2.2) we obtain $C_1 > 0$ and $C_2 > 0$ such that

$$
(19.4.8) \quad \inf_{x \in \Omega} c(x, t) \geq \frac{1}{C_1} \quad \text{and} \quad \int_{\Omega} n(\cdot, t) = C_2 \quad \text{for all } t \in (0, T).
$$

We pick $q, r \in (1, \vartheta)$ such that

$$
\frac{1}{\chi^2 - \frac{1}{N}} > q > r > N
$$

and let $C_3 > 0$ fulfil

$$
(19.4.9) \quad \|\nabla c(\cdot, t)\|_{L^q(\Omega)} \leq C_3 \quad \text{for all } t \in (0, T)
$$

by Lemma 19.4.1. Now for all $T' \in (0, T)$ we note that

$$
M(T') := \sup_{t \in (0, T')} \|n(\cdot, t)\|_{L^\infty(\Omega)}
$$

is finite and that, furthermore, for any $p \in [1, \infty)$,

$$
(19.4.10) \quad \|n(\cdot, t)\|_{L^p(\Omega)} \leq C_2^\vartheta \left( M(T') \right)^{\frac{1}{p} - \frac{1}{\vartheta}} \quad \text{for all } t \in (0, T').
$$
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In order to obtain an estimate for $M(T')$, for $t \in (0, T')$, we set $t_0 := (t-1)_+$ and represent $n$ according to
\[ n(\cdot, t) = e^{(t-t_0)\Delta} n(\cdot, t_0) - \int_{t_0}^{t} e^{(t-s)\Delta} \left( \frac{n(\cdot, s)}{c(\cdot, s)} \nabla c(\cdot, s) + n(\cdot, s) u(\cdot, s) \right) ds. \]

If $t_0 = 0$ (that is, $t \leq 1$), then
\[ \|e^{(t-t_0)\Delta} n(\cdot, t_0)\|_{L^\infty(\Omega)} = \|e^{t\Delta} n_0\|_{L^\infty(\Omega)} \leq \|n_0\|_{L^\infty(\Omega)}, \]
whereas, if $t_0 > 0$ (i.e. $t > 1$), then with the constant $C_4 > 0$ yielded by the semigroup estimate (see Lemma 2.2.2) we have
\[ \|e^{(t-t_0)\Delta} n(\cdot, t_0)\|_{L^\infty(\Omega)} \leq C_4 \left(1 + (t - t_0)^{-\frac{4}{r} - \frac{4}{q}}\right) \|n(\cdot, t_0)\|_{L^1(\Omega)} = 2C_2C_4, \]
because $t - t_0 = 1$. With $C_5 := \max\{\|n_0\|_{L^\infty(\Omega)}, 2C_2C_4\}$ and some $C_6 > 0$ obtained from the semigroup estimate in [30, Lemma 2.1 iv], we have
(19.4.11) \[ \|n(\cdot, t)\|_{L^\infty(\Omega)} \leq C_5 + C_6 \int_0^1 \left(1 + (t - s)^{-\frac{4}{r} - \frac{4}{q}}\right) \|\left(\frac{n}{c} \nabla c\right)(\cdot, s) - (nu)(\cdot, s)\|_{L^r(\Omega)} ds \]
for all $t \in (0, T_{\max})$. The definitions of $C_1$ and $C_3$ in (19.4.8) and (19.4.9) together with the H"older inequality and (19.4.10) imply
\[ \|\left(\frac{n}{c} \nabla c\right)(\cdot, t)\|_{L^r(\Omega)} \leq C_1 \|n(\cdot, t)\|_{L^\infty(\Omega)} \|\nabla c(\cdot, t)\|_{L^r(\Omega)} \leq C_1 C_2^{\frac{1}{r} - \frac{1}{q}} C_3 (M(T'))^{1 + \frac{4}{r} - \frac{4}{q}} \]
for all $t \in (0, T')$ and with $C_6$ obtained from either Lemma 19.3.3 or Lemma 19.3.6
\[ \|n(\cdot, t)u(\cdot, t)\|_{L^r(\Omega)} \leq C_2^{\frac{1}{r} C_6 (M(T'))^{1 - \frac{1}{r}}, \quad \text{for } t \in (0, T'). \]
Estimate (19.4.11) is hence transformed into
\[ \|n(\cdot, t)\|_{L^\infty(\Omega)} \leq C_4 + C_7 (M(T'))^{1 + \frac{1}{r} - \frac{1}{q} + \frac{1}{r}} + C_7 (M(T'))^{1 - \frac{1}{r}} \quad \text{for all } t \in (0, T'), \]
where
\[ C_7 = C_5 \int_0^1 \sigma^{-\frac{4}{r} - \frac{4}{q}} d\sigma \max\{C_1 C_2^{\frac{1}{r} - \frac{1}{q}} C_3, C_2^{\frac{1}{r} C_6}\} \]
is finite due to $r > N$. Accordingly, for any $T' \in (0, T)$ we have that
\[ M(T') \leq \sup \left\{ \xi \in \mathbb{R} \mid \xi \leq C_4 + C_7 \xi^{1 + \frac{1}{r} - \frac{1}{q} + \frac{1}{r}} + C_7 \xi^{1 - \frac{1}{r}} \right\}, \]
which is a finite number due to $1 + \frac{1}{r} - \frac{1}{q} < 1$ and $1 - \frac{1}{r} < 1$. This concludes the proof. \(\Box\)
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Proof of Theorem 19.1.1. With $\alpha_0 \in (\frac{N}{2}, \alpha]$ satisfying $\alpha_0 < 1 - \frac{N}{T} \chi^2 + \frac{N}{T}$, we may view $u_0$ as an element of $D(A^{\alpha_0})$ and apply Lemma 19.2.1 so as to obtain a solution that either exists globally or satisfies

$$\lim_{t \to T_{\text{max}}} \left( \|n(\cdot, t)\|_{L^\infty(\Omega)} + \|c(\cdot, t)\|_{W^{1,q}(\Omega)} + \|A^{\alpha_0}u(\cdot, t)\|_{L^2(\Omega)} \right) = \infty. \tag{19.4.12}$$

If $T_{\text{max}}$ were finite, we could apply Lemma 19.3.3 or Lemma 19.3.6 and Lemma 19.4.2 with $T = T_{\text{max}}$ so as to see that there is $C_1 > 0$ such that

$$\|n(\cdot, t)\|_{L^\infty(\Omega)} + \|A^{\alpha_0}u(\cdot, t)\|_{L^2(\Omega)} \leq C_1$$

for all $t \in (0, T_{\text{max}})$. Combining the boundedness of $n$ with Lemma 19.4.1 and invoking Lemma 19.2.5, again for $T = T_{\text{max}}$, then would give rise to a contradiction to (19.4.12). Therefore, $T_{\text{max}} = \infty$. \qed
Chapter 20

Existence of global weak solutions to a 3-dimensional degenerate and singular chemotaxis-Navier–Stokes system with logistic source

20.1. Background and results

In the study of partial differential equations mathematical models describing the natural phenomena, e.g., the heat equation, the Fisher–KPP equation and so on, are one of the important topics in the mathematical analysis, and studied by many mathematicians. Recently, there have been many variations of systems of partial differential equations which describe complicated phenomena. One of systems which describe important biological phenomena related to animals life is the Keller–Segel system

\[ n_t = \Delta n^m - \chi \nabla \cdot (n^{q-1} \nabla c), \]
\[ c_t = \Delta c - c + n, \quad x \in \Omega, \quad t > 0, \]

where \( \Omega \subset \mathbb{R}^N \) (\( N \in \mathbb{N} \)), \( m > 0 \), \( \chi \geq 0 \), \( q \geq 2 \), which describes migration of species by chemotaxis which is the property such that species move towards higher concentration of the chemical substance. Here \( \Delta n^m \) with \( m = 1 \), that is, \( \Delta n \) is called a linear diffusion and \( \Delta n^m \) with \( m \neq 1 \) is called a nonlinear diffusion. In other words, the case that \( m > 1 \) is said to be a degenerate diffusion or a porous medium diffusion, and the case that \( 0 < m < 1 \) is said to be a singular diffusion or a fast diffusion. This system with \( m = 1 \) and \( q = 2 \) was first proposed by Keller–Segel [89] and then the system with \( m, q \in \mathbb{R} \) was suggested by Hillen–Painter [71]. In the case that \( m = 1 \) and \( q = 2 \) it is known that the size of initial data determines behaviour of solutions to the 2-dimensional Keller–Segel system. More precisely, there exists some constant \( C > 0 \) such that if an initial data \( n_0 \) satisfies \( \|n_0\|_{L^1(\Omega)} < C \) then global bounded classical solutions exist ([144]), moreover, for any \( M > C \) there exist initial data such that \( \|n_0\|_{L^1(\Omega)} = M \) and the corresponding solution blows up in finite time ([76, 127]), where \( C > 0 \) can be given as \( C = \frac{8\chi}{\lambda} \) in the radial setting and \( C = \frac{4\chi}{\lambda} \) in the nonradial setting.
In the other dimensional case we can see that there are many global/blow-up solutions. In the case that $m = 1$, $q = 2$ and $N = 1$ Osaki–Yagi [153] showed that global existence and boundedness hold for all smooth initial data: This means that there is not a blow-up solution in the 1-dimensional setting. On the other hand, it is known that the 3-dimensional case has many blow-up solutions: Winkler [198] established that for all $m > 0$ there are initial data $n_0$ such that $\|n_0\|_{L^1(\Omega)} = m$ and the corresponding solution blows up in finite time. To obtain global existence of classical solutions we need some additional conditions for initial data: Winkler [194] and Cao [25] proved existence of global boundedness classical solutions under conditions that initial data $(n_0, c_0)$ is small enough with respect to a suitable Lebesgue norm.

On the other hand, in the case that $m \geq 1$ and $q \geq 2$, it is known that relations between $m$ and $q$ determine whether solutions of the Keller–Segel system exist globally or not; in the case that $m > q - \frac{2}{N}$ Ishida–Seki–Yokota [81] obtained global existence of solutions; on the other hand, in the case that $m < q - \frac{2}{N}$ Ishida–Yokota [82] proved that there exist initial data such that the corresponding solution blows up in finite or infinite time, and recently Hashira–Ishida–Yokota [66] found initial data such that the solution blows up in finite time.

As a generalized problem, the nonlinear Keller–Segel system with logistic source in which the first equation in the above system is replaced with

$$n_t = \Delta n^m - \chi \nabla \cdot (n^{q-1} \nabla c) + \kappa n - \mu n^2,$$

where $m, \mu > 0$, $\chi, \kappa \geq 0$, $q \geq 2$, was also studied, and it is shown that the logistic source $\kappa n - \mu n^2$ suppresses blow-up phenomenon. When $m = 1$ and $q = 2$, in the 2-dimensional setting Osaki et al. [152] obtained global existence and boundedness for all smooth initial data, and in the higher dimensional setting Winkler [195] proved existence of global classical solutions under largeness conditions for $\mu > 0$; in the Keller–Segel system with logistic source global existence of solutions holds even though the $L^1$-norm of the initial data is large enough. Moreover, Lankeit [100] established global existence of weak solutions without largeness condition for $\mu > 0$. On the other hand, in the case that $q = 2$ a resent result established by Zheng–Wang [219] asserted that the condition that $m > 1 + \frac{(N-2)\lambda}{N+2}$ derives global existence and boundedness.

As we confirmed before, in the Keller–Segel system the relation between $m$ and $q$ strongly affects behaviour of solutions, and the logistic source often relaxes conditions for global existence. Thus “what is the condition for $m$ to derive existence of global/blow-up solutions?” makes one of the main topics. This will be also one of the important topics in the study of the chemotaxis-(Navier–Stokes) system with logistic source

$$n_t + u \cdot \nabla n = \Delta n^m - \chi \nabla \cdot (n^{q-1} \nabla c) + \kappa n - \mu n^2,$$
$$c_t + u \cdot \nabla c = \Delta c - nc,$$
$$u_t + \lambda (u \cdot \nabla) u = \Delta u + \nabla P + n \nabla \Phi, \ \nabla \cdot u = 0, \quad x \in \Omega, \ t > 0,$$

where $m, \mu > 0$, $\chi, \kappa \geq 0$, $q \geq 2$, $\lambda = 0$ (the chemotaxis-Stokes system) or $\lambda = 1$ (the chemotaxis-Navier–Stokes system). In the case that $m = 1$, $q = 2$ and moreover $\kappa = \mu = 0$
global existence of classical solutions in the 2-dimensional setting was established by Winkler [197] and existence of global weak solutions in the 3-dimensional setting was shown by Winkler [204] and He–Zhang [67]. In the case that \( q = 2 \) and \( \kappa = \mu = 0 \) Tao–Winkler [171] and Chung–Kang [34] showed global existence under the condition that \( m > 1 \).

On the other hand, in the chemotaxis-(Navier-)Stokes system with logistic source results similar to those in the Keller–Segel system with logistic source hold. In the case that \( q = 2 \) and \( \kappa = \mu = 0 \) Tao–Winkler [171] and Chung–Kang [34] showed global existence under the condition that \( m > 1 \).

In order to attain this purpose we consider the following degenerate and singular chemotaxis-Navier–Stokes system with logistic term:

\[
\begin{align*}
n_t + u \cdot \nabla n &= \Delta n^m - \chi \nabla \cdot (n \nabla c) + \kappa n - \mu n^2, & x \in \Omega, & t > 0, \\
c_t + u \cdot \nabla c &= \Delta c - nc, & x \in \Omega, & t > 0, \\
u_t + (u \cdot \nabla)u &= \Delta u + \nabla P + n \nabla \Phi, & \nabla \cdot u = 0, & x \in \Omega, & t > 0, \\
\partial_n n^m &= \partial_n c = 0, & u = 0, & x \in \partial \Omega, & t > 0, \\
n(x, 0) &= n_0(x), & c(x, 0) &= c_0(x), & u(x, 0) &= u_0(x), & x \in \Omega,
\end{align*}
\]
where $\Omega$ is a bounded domain in $\mathbb{R}^3$ with smooth boundary $\partial \Omega$ and $\partial_\nu$ denotes differentiation with respect to the outward normal of $\partial \Omega$; $\chi, \kappa \geq 0$ and $\mu, m > 0$ are constants; $n_0, c_0, u_0, \Phi$ are known functions satisfying

\begin{align}
0 < n_0 &\in C(\overline{\Omega}), \quad 0 < c_0 \in W^{1,q}(\Omega), \quad u_0 \in D(A^\theta), \quad (20.1.2) \\
\Phi &\in C^{1+\beta}(\overline{\Omega}) \quad (20.1.3)
\end{align}

for some $q > 3$, $\theta \in (\frac{3}{4}, 1)$, $\beta > 0$ and $A$ denotes the realization of the Stokes operator under homogeneous Dirichlet boundary conditions in the solenoidal subspace $L^2_\sigma(\Omega)$ of $L^2(\Omega)$.

Before stating the main theorem, we define weak solutions of (20.1.1).

**Definition 20.1.1.** A triplet $(n, c, u)$ is called a (global) weak solution of (20.1.1) if

\begin{align}
n &\in L^2_{\text{loc}}([0, \infty); L^2(\Omega)), \\
n^m &\in L^2_{\text{loc}}([0, \infty); W^{1,\frac{q}{2}}(\Omega)), \\
c &\in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega)), \\
u &\in L^2_{\text{loc}}([0, \infty); W^{1,2}_\sigma(\Omega))
\end{align}

and the identities

\begin{align}
-\int_0^\infty \int_\Omega n\varphi_t - \int_\Omega n_0\varphi(\cdot, 0) - \int_0^\infty \int_\Omega n\cdot \nabla \varphi
&=- \int_0^\infty \int_\Omega \nabla n^m \cdot \nabla \varphi + \chi \int_0^\infty \int_\Omega n\nabla c \cdot \nabla \varphi + \int_0^\infty \int_\Omega (\kappa n - \mu n^2) \varphi, \\
-\int_0^\infty \int_\Omega c\varphi_t - \int_\Omega c_0\varphi(\cdot, 0) - \int_0^\infty \int_\Omega cu \cdot \nabla \varphi
&= - \int_0^\infty \int_\Omega c \cdot \nabla \varphi - \int_0^\infty \int_\Omega nc \varphi,
\end{align}

hold for all $\varphi \in C^\infty_0(\overline{\Omega} \times [0, \infty))$ and all $\psi \in C^\infty_0(\Omega \times [0, \infty))$, respectively.

The main result reads as follows. The following theorem gives existence of global weak solutions to (20.1.1).

**Theorem 20.1.1.** Let $\Omega \subset \mathbb{R}^3$ be a bounded smooth domain and let $\chi, \kappa \geq 0$ and $\mu, m > 0$. Assume that $n_0, c_0, u_0$ and $\Phi$ satisfy (20.1.2)–(20.1.3) with some $q > 3$, $\theta \in (\frac{3}{4}, 1)$ and $\beta \in (0, 1)$. Then there exists a weak solution of (20.1.1), which can be approximated by a sequence of solutions $(n_\varepsilon, c_\varepsilon, u_\varepsilon)$ of an approximate problem (see Section 20.2) in a pointwise manner.

**Remark 20.1.1.** This result means existence of weak solutions to (20.1.1) for all $m > 0$; which implies that we could construct weak solutions of (20.1.1) in not only the case that $m > 1$ (the case of a porous medium diffusion) but also $0 < m < 1$ (the case of a fast diffusion).
The proof of Theorem 20.1.1 can be applied to a nondegenerate chemotaxis-Navier-Stokes system which namely is the case that \( \Delta n^m \) is replaced with \( \Delta (n+1)^m \), and enables us to see the following result.

**Corollary 20.1.2.** Let \( \Omega \subset \mathbb{R}^3 \) be a bounded smooth domain and let \( \chi, \kappa \geq 0 \) and \( \mu, m > 0 \). Assume that \( n_0, c_0, u_0 \) and \( \Phi \) satisfy (20.1.2)–(20.1.3) with some \( q > 3 \), \( \theta \in (\frac{2}{3}, 1) \) and \( \beta \in (0, 1) \). Then there exists a weak solution of the nondegenerate chemotaxis-Navier-Stokes system.

The strategy for the proof of Theorem 20.1.1 is described as follows. We start with the construction of local approximate solutions of (20.1.1). We next derive estimates for the Stokes system. This together with the identity

\[
\int_0^T \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-1} |\nabla n_\varepsilon|^2 \frac{\varepsilon}{n_\varepsilon} = \left( \frac{2}{m+1} \right)^2 \int_0^T \int_{\Omega} |\nabla (n_\varepsilon + \varepsilon)^{\frac{m+1}{4}}|^2 \leq C_1(T)
\]

for all \( \varepsilon \in (0, 1) \) with some constant \( C_1(T) > 0 \). Aided by this estimate we can have that \( (n_\varepsilon + \varepsilon)^{\frac{m+1}{4}} \) is bounded in \( L^\frac{4}{3}([0, T]; W^{1, \frac{4}{3}}(\Omega)) \); however, it seems to be difficult to obtain the estimate for \( \partial_t (n_\varepsilon + \varepsilon)^{\frac{m+1}{4}} \) for all \( m > 0 \). Thus we need additional estimates for approximate solutions. Here the inequality (20.1.4) ensures that

\[
\int_0^T \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-2} |\nabla n_\varepsilon|^2 \leq \int_0^T \int_{\Omega} \frac{(n_\varepsilon + \varepsilon)^{m-1}}{n_\varepsilon} |\nabla n_\varepsilon|^2 \leq C_1(T)
\]

for all \( \varepsilon \in (0, 1) \). This together with the identity

\[
\int_0^T \int_{\Omega} |\nabla (n_\varepsilon + \varepsilon)^\frac{m}{4}|^2 = \frac{m^2}{4} \int_0^T \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-2} |\nabla n_\varepsilon|^2
\]

means that \( (n_\varepsilon + \varepsilon)^\frac{m}{4} \) is bounded in \( L^2_{\text{loc}}([0, \infty); W^{1, 2}(\Omega)) \). We moreover see that

\[
\|\partial_t (n_\varepsilon + \varepsilon)^\frac{m}{4}\|_{L^1(0,T; (W^{2,4}_0(\Omega))^*)} \leq C_2(T)
\]

for all \( \varepsilon \in (0, 1) \) with some \( C_2(T) > 0 \), which derives that \( (\partial_t (n_\varepsilon + \varepsilon)^\frac{m}{4})_{\varepsilon \in (0,1)} \) is bounded in \( L^1(0,T; (W^{2,4}_0(\Omega))^*) \). Then, aided by the Lions–Aubin theorem, we can show convergences of solutions of the approximation of (20.1.1) and we can prove Theorem 20.1.1.
20.2. Global existence in an approximate problem

We start by considering the following approximate problem with parameter \( \varepsilon > 0 \):

\[
\begin{align*}
    &n_{\varepsilon} + u_{\varepsilon} \cdot \nabla n_{\varepsilon} = \Delta n_{\varepsilon} + \varepsilon^m - \chi \nabla \cdot \left( \frac{n_{\varepsilon}}{1 + n_{\varepsilon}} \nabla c_{\varepsilon} \right) + \kappa n_{\varepsilon} - \mu n_{\varepsilon}^3, \\
    &c_{\varepsilon} + u_{\varepsilon} \cdot \nabla c_{\varepsilon} = \Delta c_{\varepsilon} - c_{\varepsilon} \frac{1}{\varepsilon} \log (1 + \varepsilon n_{\varepsilon}), \\
    &u_{\varepsilon} + (Y_{\varepsilon} u_{\varepsilon} \cdot \nabla) u_{\varepsilon} = \Delta u_{\varepsilon} + \nabla P_{\varepsilon} + n_{\varepsilon} \nabla \Phi, \quad \nabla \cdot u_{\varepsilon} = 0, \\
    &\partial_{\nu} n_{\varepsilon} |_{\partial \Omega} = \partial_{\nu} c_{\varepsilon} |_{\partial \Omega} = 0, \quad u_{\varepsilon} |_{\partial \Omega} = 0, \\
    &n_{\varepsilon}(\cdot, 0) = n_0, \quad c_{\varepsilon}(\cdot, 0) = c_0, \quad u_{\varepsilon}(\cdot, 0) = u_0,
\end{align*}
\]

(20.2.1)

where \( Y_{\varepsilon} = (1 + \varepsilon A)^{-1} \). In this section we shall show global existence of solutions to the approximate problem (20.2.1). We first give the following result which states local existence in (20.2.1).

**Lemma 20.2.1.** Let \( \chi, \kappa \geq 0, \mu > 0, m > 0 \) and let \( \Phi \in C^{1+\beta}(\overline{\Omega}) \) for some \( \beta \in (0, 1) \). Assume that \( n_0, c_0, u_0 \) satisfy (20.1.2) with some \( q > 3, \theta (\frac{3}{4}, 1) \). Then for each \( \varepsilon > 0 \) there exist \( T_{\text{max}, \varepsilon} \) and uniquely determined functions:

\[
\begin{align*}
    &n_{\varepsilon} \in C^0(\overline{\Omega} \times [0, T_{\text{max}, \varepsilon}]) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\text{max}, \varepsilon})), \\
    &c_{\varepsilon} \in C^0(\overline{\Omega} \times [0, T_{\text{max}, \varepsilon}]) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\text{max}, \varepsilon})) \cap L^\infty([0, T_{\text{max}, \varepsilon}); W^{1,q}(\Omega)), \\
    &u_{\varepsilon} \in C^0(\overline{\Omega} \times [0, T_{\text{max}, \varepsilon}]) \cap C^{2,1}(\overline{\Omega} \times (0, T_{\text{max}, \varepsilon})),
\end{align*}
\]

which together with some \( P_{\varepsilon} \in C^{1,0}(\overline{\Omega} \times (0, T_{\text{max}, \varepsilon})) \) solve (20.2.1) classically. Moreover, \( n_{\varepsilon} \) and \( c_{\varepsilon} \) are positive and the following alternative holds: \( T_{\text{max}, \varepsilon} = \infty \) or

\[
\| n_{\varepsilon}(\cdot, t) \|_{L^\infty(\Omega)} + \| c_{\varepsilon}(\cdot, t) \|_{W^{1,q}(\Omega)} + \| A^\theta u_{\varepsilon}(\cdot, t) \|_{L^2(\Omega)} \rightarrow \infty
\]

as \( t \nearrow T_{\text{max}, \varepsilon} \).

**Proof.** This lemma can be shown by a standard fixed point theorem with parabolic regularity arguments. More precisely, a combination of the proofs of [168, Lemma 2.1] and [197, Lemma 2.1] enables us to obtain local existence in (20.2.1).

In the following for all \( \varepsilon \in (0,1) \) we denote by \( (n_{\varepsilon}, c_{\varepsilon}, u_{\varepsilon}) \) the corresponding solution of (20.2.1) given by Lemma 20.2.1 and by \( T_{\text{max}} \) its maximal existence time. Then we shall see global existence of solutions to the approximate problem (20.2.1) and their useful estimates. We first recall basic inequalities which are often used in studies of the chemotaxis-Navier–Stokes system.

**Lemma 20.2.2.** There exists a constant \( C_1 > 0 \) such that

\[
\int_{\Omega} n_{\varepsilon}(\cdot, t) \leq C_1 \quad \text{for all } t \in (0, T_{\text{max}, \varepsilon}) \text{ and all } \varepsilon > 0.
\]

Moreover, there exists \( C_2 > 0 \) satisfying

\[
\int_{t}^{t+\tau} \int_{\Omega} n_{\varepsilon}^2 \leq C_2
\]

holds for all \( t \in (0, T_{\text{max}, \varepsilon} - \tau) \) and all \( \varepsilon > 0 \), where \( \tau \in (0, T_{\text{max}, \varepsilon}) \).
Proof. Integrating the first equation in (20.2.1) shows this lemma. □

Lemma 20.2.3. The function \( t \mapsto \|c(\cdot, t)\|_{L^\infty(\Omega)} \) is nonincreasing. In particular,

\[
\|c(\cdot, t)\|_{L^\infty(\Omega)} \leq \|c_0\|_{L^\infty(\Omega)}
\]

holds for all \( t \in (0, T_{\text{max}, \varepsilon}) \) and all \( \varepsilon > 0 \). Moreover, we have

\[
\int_0^{T_{\text{max}, \varepsilon}} \int_\Omega |\nabla c_\varepsilon|^2 \leq \frac{1}{2} \int_\Omega |c_0|^2 \quad \text{for all } \varepsilon > 0.
\]

Proof. Applying the maximum principle to the second equation in (20.2.1) (see e.g., [199, Lemma 2.1]), we can establish the \( L^1 \)-estimate for \( c_\varepsilon \). Moreover, multiplying the third equation in (20.2.1) by \( c_\varepsilon \) and integrating it over \( \Omega \times (0, T_{\text{max}, \varepsilon}) \) imply this lemma. □

We next consider an estimate for the energy function \( \mathcal{F}_\varepsilon : (0, T_{\text{max}}) \to \mathbb{R} \) defined as

\[
\mathcal{F}_\varepsilon(t) := \int_\Omega n_\varepsilon(\cdot, t) \log n_\varepsilon(\cdot, t) + \frac{\chi}{2} \int_\Omega \frac{|\nabla c_\varepsilon(\cdot, t)|^2}{c_\varepsilon(\cdot, t)} + K\chi \int_\Omega |u(\cdot, t)|^2
\]

with some \( K > 0 \), which plays an important role not only in the case that \( m = 1 ([101]) \) but also in the case that \( m > 0 \). In order to see an estimate for \( \mathcal{F}_\varepsilon \) we provide the following 3 lemmas.

Lemma 20.2.4. There exists a constant \( C > 0 \) such that for all \( \varepsilon > 0 \),

\[
\frac{d}{dt} \int_\Omega n_\varepsilon \log n_\varepsilon + \frac{\mu}{2} \int_\Omega n_\varepsilon^2 \log n_\varepsilon + \frac{4m}{(m+1)^2} \int_\Omega \frac{|\nabla (n_\varepsilon + \varepsilon)|^{m+1}}{n_\varepsilon} \leq \chi \int_\Omega \nabla n_\varepsilon \cdot \nabla c_\varepsilon + C
\]

on \( (0, T_{\text{max}, \varepsilon}) \).

Proof. We first obtain from \( \nabla \cdot u_\varepsilon = 0 \) in \( \Omega \times (0, T_{\text{max}}) \) and straightforward calculations that

\[(20.2.2) \quad \frac{d}{dt} \int_\Omega n_\varepsilon \log n_\varepsilon = \int_\Omega \log n_\varepsilon \Delta (n_\varepsilon + \varepsilon)^m - \chi \int_\Omega \log n_\varepsilon \nabla \cdot \left( \frac{n_\varepsilon}{1 + \varepsilon n_\varepsilon} \nabla c_\varepsilon \right) + \kappa \int_\Omega n_\varepsilon \log n_\varepsilon - \mu \int_\Omega n_\varepsilon^2 \log n_\varepsilon + \kappa \int_\Omega n_\varepsilon = \mu \int_\Omega n_\varepsilon^2.
\]

Then, noting from the boundedness of the functions \( s \mapsto (\kappa s - \frac{\mu}{2} s_2^2) \) log \( s + \kappa s - \mu s_2^2 \) on \((0, \infty)\) that

\[
\kappa \int_\Omega n_\varepsilon \log n_\varepsilon - \frac{\mu}{2} \int_\Omega n_\varepsilon^2 \log n_\varepsilon + \kappa \int_\Omega n_\varepsilon - \mu \int_\Omega n_\varepsilon^2 \leq C_1
\]

with some \( C_1 > 0 \), we can see from (20.2.2) with the relation

\[
\int_\Omega \log n_\varepsilon \Delta (n_\varepsilon + \varepsilon)^m = -m \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} \frac{\nabla n_\varepsilon}{n_\varepsilon} = -\frac{4m}{(m+1)^2} \int_\Omega \frac{|\nabla (n_\varepsilon + \varepsilon)|^{m+1}}{n_\varepsilon}^2
\]

that this lemma holds. □
The following 2 lemmas have already been proved in the proofs of \([101, \text{Lemmas} 2.8 \text{and } 2.9]\). Thus we only recall statements of lemmas.

**Lemma 20.2.5.** There exist $K, C, k > 0$ such that for all $\varepsilon > 0$,
\[
\frac{d}{dt} \int_\Omega \frac{\nabla c_\varepsilon}{c_\varepsilon} |^2 + k \int_\Omega c_\varepsilon |D^2 \log c_\varepsilon|^2 + k \int_\Omega \frac{\nabla c_\varepsilon}{c_\varepsilon} |^4 \leq C + K \int_\Omega |\nabla u_\varepsilon|^2 - 2 \int_\Omega \frac{\nabla c_\varepsilon \cdot \nabla n_\varepsilon}{1 + \varepsilon n_\varepsilon} \quad \text{on } (0, T_{\max, \varepsilon}).
\]

**Lemma 20.2.6.** For all $\eta > 0$ there exists $C_\eta > 0$ such that for all $\varepsilon > 0$,
\[
\frac{d}{dt} \int_\Omega |u_\varepsilon|^2 + \int_\Omega |\nabla u_\varepsilon|^2 \leq \eta \int_\Omega n_\varepsilon^2 \log n_\varepsilon + C_\eta \quad \text{on } (0, T_{\max, \varepsilon}).
\]

Thanks to these lemmas, we can establish the estimate for $\frac{dF_\varepsilon}{dt}$ which enables us to derive the desired estimate for $F_\varepsilon$.

**Lemma 20.2.7.** Let $K$ be the constant obtained in Lemma 20.2.5. Then there exist $C, k_0 > 0$ satisfying
\[
(20.2.3) \quad \quad \frac{d}{dt} \left[ \int_\Omega n_\varepsilon \log n_\varepsilon + \frac{\chi}{2} \int_\Omega \frac{\nabla c_\varepsilon}{c_\varepsilon} |^2 + K \chi \int_\Omega |u_\varepsilon|^2 \right] + \frac{\mu}{4} \int_\Omega n_\varepsilon^2 \log n_\varepsilon + \frac{4m}{(m + 1)^2} \int_\Omega \frac{\nabla (n_\varepsilon + \varepsilon)^{m+1}}{n_\varepsilon}^2 + k_0 \int_\Omega c_\varepsilon |D^2 \log c_\varepsilon|^2 + k_0 \int_\Omega \frac{\nabla c_\varepsilon}{c_\varepsilon} |^4 + k_0 \int_\Omega |\nabla u_\varepsilon|^2 \leq C \quad \text{on } (0, T_{\max, \varepsilon}) \quad \text{for all } \varepsilon > 0.
\]

**Proof.** This lemma can be derived by a combination of Lemmas 20.2.4, 20.2.5 and 20.2.6 with $\eta := \frac{\mu}{4K\chi}$.

Now we are in a position to see the estimate for $F_\varepsilon$ uniformly-in-$\varepsilon$.

**Lemma 20.2.8.** Let $K$ be the constant obtained in Lemma 20.2.5. Then there exists $C > 0$ such that
\[
F_\varepsilon(t) = \int_\Omega n_\varepsilon(\cdot, t) \log n_\varepsilon(\cdot, t) + \frac{\chi}{2} \int_\Omega \frac{\nabla c_\varepsilon(\cdot, t)}{c_\varepsilon(\cdot, t)} |^2 + K \chi \int_\Omega |u_\varepsilon(\cdot, t)|^2 \leq C
\]
for all $t \in (0, T_{\max})$ and all $\varepsilon > 0$ and
\[
\int_t^{t+\tau} \int_\Omega n_\varepsilon^2 \log n_\varepsilon + \int_t^{t+\tau} \int_\Omega \frac{\nabla (n_\varepsilon + \varepsilon)^{m+1}}{n_\varepsilon}^2 + \int_t^{t+\tau} \int_\Omega c_\varepsilon |D^2 \log c_\varepsilon|^2 \leq C,
\]
\[
\int_t^{t+\tau} \int_\Omega \frac{\nabla c_\varepsilon}{c_\varepsilon} |^4 + \int_t^{t+\tau} \int_\Omega |\nabla u_\varepsilon|^2 \leq C,
\]
\[
\int_t^{t+\tau} \int_\Omega \nabla (n_\varepsilon + \varepsilon)^{m+1} |^4 + \int_\Omega |\nabla c_\varepsilon|^2 + \int_t^{t+\tau} \int_\Omega |\nabla c_\varepsilon|^4 + \int_t^{t+\tau} \int_\Omega n_\varepsilon^2 \leq C
\]
for all $t \in [0, T_{\max, \varepsilon} - \tau)$ and all $\varepsilon > 0$, where $\tau := \min \{1, \frac{1}{2} T_{\max, \varepsilon}\}$.
Proof. The proof is based on that of [101, Lemma 2.11]. Noticing from the inequalities $s \log s \leq \frac{1}{2x} + s^2 \log s$, $\int_{\Omega} \frac{|\nabla c|^2}{c^4} \leq \|c_0\|_{L^\infty(\Omega)} \int_{\Omega} \frac{|\nabla c|^4}{c^4} + \|\Omega\|$ (from Lemma 20.2.3) and $\int_{\Omega} |u_\varepsilon|^2 \leq C_1 \int_{\Omega} |\nabla u_\varepsilon|^2$ with some $C_1 > 0$ (from the Poincaré inequality) that Lemma 20.2.7 implies

$$\frac{dF_\varepsilon}{dt} + k_1 F_\varepsilon \leq k_2$$

with some $k_1, k_2 > 0$, we establish the boundedness of $F_\varepsilon$ on $(0, T_{\max})$. Then for $\tau = \min\{1, \frac{1}{2} T_{\max}\}$ integrating the inequality (20.2.3) over $(t, t + \tau)$ with Lemmas 20.2.2 and 20.2.3 implies this lemma.

Then we shall establish global existence in approximate problem (20.2.1) by using a Moser–Alikakos-type procedure.

**Lemma 20.2.9.** For all $\varepsilon \in (0, 1)$, $T_{\max, \varepsilon} = \infty$ holds.

Proof. The proof is based on that of [204, Lemma 3.9]. Assume that $T_{\max, \varepsilon} < \infty$ and put $p := \min\{3 + m, 4\}$. We shall first verify the $L^p$-estimate for $n_\varepsilon$. We see from the first equation and the fact $\nabla \cdot u_\varepsilon = 0$ on $\Omega \times (0, \infty)$ that

$$\frac{1}{p} \frac{d}{dt} \int_{\Omega} n_\varepsilon^p = \int_{\Omega} n_\varepsilon^{p-1} \nabla \cdot \left( m(n_\varepsilon + \varepsilon)^{m-1} \nabla n_\varepsilon - \frac{n_\varepsilon}{1 + \varepsilon n_\varepsilon} \nabla c_\varepsilon \right)$$

$$+ \int_{\Omega} n_\varepsilon^{p-1} (C_\varepsilon - \mu n_\varepsilon^4) - \frac{1}{p} \int_{\Omega} u_\varepsilon \cdot \nabla n_\varepsilon^p$$

$$= -m(p - 1) \int_{\Omega} n_\varepsilon^{p-2}(n_\varepsilon + \varepsilon)^{m-1} |\nabla n_\varepsilon|^2$$

$$+ \chi(p - 1) \int_{\Omega} \frac{n_\varepsilon^{p-1}}{1 + \varepsilon n_\varepsilon} \nabla n_\varepsilon \cdot \nabla c_\varepsilon + \kappa \int_{\Omega} n_\varepsilon^p - \mu \int_{\Omega} n_\varepsilon^{p+1}.$$

Here, since $2p - 4 + 2(1 - m)_+ < p + 1$, the Young inequality yields that

$$\chi(p - 1) \int_{\Omega} \frac{n_\varepsilon^{p-1}}{1 + \varepsilon n_\varepsilon} \nabla n_\varepsilon \cdot \nabla c_\varepsilon$$

$$\leq \frac{\chi(p - 1)}{\varepsilon} \int_{\Omega} n_\varepsilon^{p-2}(n_\varepsilon + \varepsilon)^{m-1} |\nabla n_\varepsilon| n_\varepsilon^{p-1}(n_\varepsilon + \varepsilon)^{-m-1} |\nabla c_\varepsilon|$$

$$\leq \frac{m(p - 1)}{2} \int_{\Omega} n_\varepsilon^{p-2}(n_\varepsilon + \varepsilon)^{m-1} |\nabla n_\varepsilon|^2 + \int_{\Omega} n_\varepsilon^{2p-4}(n_\varepsilon + \varepsilon)^{2(1-m)} + C_1 \int_{\Omega} |\nabla c_\varepsilon|^4$$

$$\leq \frac{m(p - 1)}{2} \int_{\Omega} n_\varepsilon^{p-2}(n_\varepsilon + \varepsilon)^{m-1} |\nabla n_\varepsilon|^2 + \frac{\mu}{2} \int_{\Omega} n_\varepsilon^{p+1} + C_2 + C_1 \int_{\Omega} |\nabla c_\varepsilon|^4$$

on $(0, T_{\max, \varepsilon})$ with some $C_1 = C_1(\varepsilon) > 0$ and $C_2 = C_2(\varepsilon) > 0$, where we used the inequalities $(a + b)^r \leq 2^r(a^r + b^r)$ $(a, b \geq 0, r > 0)$ and $(a + b)^r \leq b^r (a, b \geq 0, r \leq 0)$ to obtain the last inequality. Therefore we obtain from the positivity of $n_\varepsilon$ that

$$\frac{1}{p} \frac{d}{dt} \int_{\Omega} n_\varepsilon^p \leq C_1 \int_{\Omega} |\nabla c_\varepsilon|^4 + \kappa \int_{\Omega} n_\varepsilon^p + C_2.$$
Thus it follows from Lemma 20.2.8 that
\[
\int_{\Omega} n_{\varepsilon}^p \leq C_3 \quad \text{on } (0, T_{\max, \varepsilon}),
\]
where \( C_3 = C_3(\varepsilon) > 0 \). Then, aided by the \( L^2 \)-estimate for \( \nabla u_{\varepsilon} \) (from a testing argument), we can obtain that
\[
\| A^6 u_{\varepsilon}(\cdot, t) \|_{L^2(\Omega)} \leq C_4
\]
for all \( t \in (0, T_{\max}) \) with some \( C_4 = C_4(\varepsilon) > 0 \). Then the continuous embedding \( D(A^6) \hookrightarrow L^\infty(\Omega) \) implies the \( L^\infty \)-estimate for \( u_{\varepsilon} \). Using these estimates a standard \( L^p-L^q \) estimate for the Neumann heat semigroup on bounded domains and the inequality
\[
\| u(\cdot, t)\nabla c(\cdot, t) \|_{L^2(\Omega)} \leq \| u(\cdot, t) \|_{L^\infty(\Omega)} \| \nabla c(\cdot, t) \|_{L^2(\Omega)} \| \nabla c(\cdot, t) \|_{L^2(\Omega)}
\]
and the \( L^2 \)-estimate for \( \nabla c_{\varepsilon} \) from Lemma 20.2.8 imply the \( L^6 \)-estimate for \( \nabla c_{\varepsilon} \) (cf. an argument in the proof of Lemma 11.3.10). Finally we shall verify the \( L^\infty \)-estimate for \( n_{\varepsilon} \).

We can see from \( \nabla \cdot u_{\varepsilon} = 0 \) in \( \Omega \times (0, T_{\max}) \) that for all \( r \geq 1 \)
\[
\frac{d}{dt} \int_{\Omega} (n_{\varepsilon} + \varepsilon)^r + mr(r - 1) \int_{\Omega} (n_{\varepsilon} + \varepsilon)^{r+m-3} |\nabla (n_{\varepsilon} + \varepsilon)|^2 \leq r(r - 1) \chi \int_{\Omega} (n_{\varepsilon} + \varepsilon)^{r-2} \frac{n_{\varepsilon}}{1 + \varepsilon n_{\varepsilon}} \nabla n_{\varepsilon} \cdot \nabla c_{\varepsilon} + \kappa \int_{\Omega} (n_{\varepsilon} + \varepsilon)^{r-1} n_{\varepsilon}
\]
on \( (0, T_{\max}) \). Thus, noting that
\[
\frac{n_{\varepsilon}}{1 + \varepsilon n_{\varepsilon}} \nabla c_{\varepsilon} \in L^\infty(0, T_{\max, \varepsilon}; L^6(\Omega)), \quad n_{\varepsilon} \in L^\infty(0, T_{\max, \varepsilon}; L^{\min\{3+m,4\}}(\Omega)),
\]
from a Moser–Alikakos-type procedure (see the proof of [169, Lemma A.1]), we can attain that
\[
\| n_{\varepsilon}(\cdot, t) \|_{L^\infty(\Omega)} \leq C_5
\]
for all \( t \in (0, T_{\max}) \) with some \( C_5 = C_5(\varepsilon) > 0 \), which with extensibility criterion shows \( T_{\max} = \infty \) for each \( \varepsilon \in (0, 1) \).

\( \square \)

### 20.3. Uniform-in-\( \varepsilon \) estimates

In this section we collect lemmas which are needed to show convergence of solutions of (20.2.1) as \( \varepsilon \searrow 0 \). Here the case that \( m = 1 \) has already been dealt with in [101]. Thus we shall consider the case that \( m > 0 \) with \( m \neq 1 \). From Lemma 20.2.8 we only know not some estimate for \( \nabla n_{\varepsilon} \) but \( L^\frac{4}{3}_{\text{loc}}([0, \infty); W^{1,\frac{4}{3}}(\Omega)) \)-boundedness of \( (n_{\varepsilon} + \varepsilon)^\frac{m+1}{m} )_{\varepsilon \in (0, 1)} \). However, it seems to be difficult to derive an enough regularity of \( \partial_t (n_{\varepsilon} + \varepsilon)^\frac{m+1}{m} \) for each \( m > 0 \). Therefore we need to establish an estimate for \( \nabla (n_{\varepsilon} + \varepsilon)^\gamma \) with some \( \gamma < \frac{m+1}{2} \).

The following lemma is a cornerstone in the proof of Theorem 20.1.1.

**Lemma 20.3.1.** For all \( T > 0 \) there exists a constant \( C = C(T) > 0 \) such that
\[
\int_0^T \int_{\Omega} |\nabla (n_{\varepsilon} + \varepsilon)^\frac{\gamma}{2}|^2 \leq C \quad \text{on } (0, T).
\]
Proof. In light of Lemma 20.2.8 we see that there exists $C_1 = C_1(T) > 0$ such that
\[
\int_0^T \int_{\Omega} |\nabla (n_\varepsilon + \varepsilon)\frac{m}{m+1}|^2 = \left(\frac{m}{m+1}\right)^2 \int_0^T \int_{\Omega} |\nabla (n_\varepsilon + \varepsilon)\frac{m+1}{2}|^2
\leq \int_0^T \int_{\Omega} |\nabla (n_\varepsilon + \varepsilon)\frac{m+1}{2}|^2 \leq C_1
\]
with $C_1 = C_1(T) > 0$.

We next confirm the following lemma which will play an important role in deriving some time regularity of $(n_\varepsilon + \varepsilon)\frac{m}{2}$.

**Lemma 20.3.2.** Let $m > 0$ be such that $m \neq 1$. Then for all $T > 0$ there exists a constant $C = C(T) > 0$ such that for all $\varepsilon \in (0,1)$,
\[
\int_0^T \int_{\Omega} (n_\varepsilon + \varepsilon)^m \leq C
\]
on $(0,T)$ and
\[
\int_0^T \int_{\Omega} (n_\varepsilon + \varepsilon)^{2m-3}|\nabla n_\varepsilon|^2 \leq C
\]
hold.

Proof. From the first equation in (20.1.1) with $\nabla \cdot u_\varepsilon = 0$ in $\Omega \times (0,\infty)$ we have
\[
\frac{1}{m} \frac{d}{dt} \int_{\Omega} (n_\varepsilon + \varepsilon)^m = -m(m-1) \int_{\Omega} (n_\varepsilon + \varepsilon)^{2m-3}|\nabla n_\varepsilon|^2 + (m-1)\chi \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-2} \frac{n_\varepsilon}{1 + \varepsilon n_\varepsilon} \nabla n_\varepsilon \cdot \nabla c_\varepsilon + \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-1}(\kappa n_\varepsilon - \mu n_\varepsilon^2).
\]
Here we note from the Young inequality that
\[
(20.3.1) \quad \left|\chi(m-1) \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-2} \frac{n_\varepsilon}{1 + \varepsilon n_\varepsilon} \nabla n_\varepsilon \cdot \nabla c_\varepsilon\right|
\leq \chi |m-1| \int_{\Omega} (n_\varepsilon + \varepsilon)^{m-1} |\nabla n_\varepsilon||\nabla c_\varepsilon|
\leq \frac{m|m-1|}{2} \int_{\Omega} (n_\varepsilon + \varepsilon)^{2m-3} |\nabla n_\varepsilon|^2 + \int_{\Omega} (n_\varepsilon + \varepsilon)^2 + C_1 \int_{\Omega} |\nabla c_\varepsilon|^4,
\]
where $C_1 > 0$. In the case that $m > 1$, since $m - 1 > 0$, we obtain that
\[
\frac{1}{m} \frac{d}{dt} \int_{\Omega} (n_\varepsilon + \varepsilon)^m + \frac{m(m-1)}{2} \int_{\Omega} (n_\varepsilon + \varepsilon)^{2m-3} |\nabla n_\varepsilon|^2
\leq \int_{\Omega} (n_\varepsilon + \varepsilon)^2 + C_1 \int_{\Omega} |\nabla c_\varepsilon|^4 + \kappa \int_{\Omega} (n_\varepsilon + \varepsilon)^m,
\]
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which together with Lemma 20.2.8 shows that there is $C_2 = C_2(T) > 0$ such that

$$\int_{\Omega} (n_\varepsilon + \varepsilon)^m \leq C_2$$

on $(0, T)$ for all $\varepsilon \in (0, 1)$ and

$$\int_0^T \int_{\Omega} (n_\varepsilon + \varepsilon)^{2m-3} |\nabla n_\varepsilon|^2 \leq C_2$$

for all $\varepsilon \in (0, 1)$. On the other hand, in the case that $0 < m < 1$, we have from (20.3.1) that

$$\frac{1}{m} \frac{d}{dt} \int_{\Omega} (n_\varepsilon + \varepsilon)^m \geq \frac{m(1-m)}{2} \int_{\Omega} (n_\varepsilon + \varepsilon)^{2m-3} |\nabla n_\varepsilon|^2$$

$$- \int_{\Omega} (n_\varepsilon + \varepsilon)^2 - C_1 \int_{\Omega} |\nabla c_\varepsilon|^4 - \mu \int_{\Omega} (n_\varepsilon + \varepsilon)^{m+1}.$$ 

Thus, integrating it over $(0, T)$, we derive from applications of the Young inequality

$$\int_{\Omega} (n_\varepsilon + \varepsilon)^m \leq m \int_{\Omega} (n_\varepsilon + 1) + (1 - m)|\Omega|$$

and

$$\int_0^T \int_{\Omega} (n_\varepsilon + \varepsilon)^{m+1} \leq \frac{m+1}{2} \int_0^T \int_{\Omega} (n_\varepsilon + 1)^2 + \frac{1-m}{2} |\Omega|T$$

with Lemma 20.2.2 that

$$\frac{m(1-m)}{2} \int_0^T \int_{\Omega} (n_\varepsilon + \varepsilon)^{2m-3} |\nabla n_\varepsilon|^2 \leq C_3$$

with some $C_3 = C_3(T) > 0$. □

In order to see some time regularity of $(n_\varepsilon + \varepsilon)^{\frac{m}{2}}$ we will give the following lemma.

**Lemma 20.3.3.** Let $m > 0$ be such that $m \neq 1$. Then for all $T > 0$ there exists a constant $C = C(T) > 0$ such that for all $\varepsilon \in (0, 1)$,

$$\int_{\Omega} (n_\varepsilon + \varepsilon)^{m-1} \leq C$$

on $(0, T)$ and

$$\int_0^T \int_{\Omega} (n_\varepsilon + \varepsilon)^{2m-4} |\nabla n_\varepsilon|^2 \leq C$$

hold.
Proof. We derive from the first equation in (20.2.1) and integration by parts that

\begin{equation}
(20.3.2) \quad \frac{d}{dt} \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} = -m(m-1)(m-2) \int_\Omega (n_\varepsilon + \varepsilon)^{2m-4} |\nabla n_\varepsilon|^2 \\
+ \chi(m-1)(m-2) \int_\Omega (n_\varepsilon + \varepsilon)^{m-3} \frac{n_\varepsilon}{1 + \varepsilon n_\varepsilon} \nabla n_\varepsilon \cdot \nabla c_\varepsilon \\
+ \kappa(m-1) \int_\Omega (n_\varepsilon + \varepsilon)^{m-2} n_\varepsilon - \mu(m-1) \int_\Omega (n_\varepsilon + \varepsilon)^{m-2} n_\varepsilon^2.
\end{equation}

Now we note from the Young inequality and Lemma 20.2.8 that

\begin{equation}
(20.3.3) \quad \left| \chi(m-1)(m-2) \int_\Omega (n_\varepsilon + \varepsilon)^{m-3} \frac{n_\varepsilon}{1 + \varepsilon n_\varepsilon} \nabla n_\varepsilon \cdot \nabla c_\varepsilon \right| \\
\leq \frac{m|(m-1)(m-2)|}{2} \int_\Omega (n_\varepsilon + \varepsilon)^{2m-4} |\nabla n_\varepsilon|^2 + C_1 \int_\Omega |\nabla c_\varepsilon|^2 \\
\leq \frac{m|(m-1)(m-2)|}{2} \int_\Omega (n_\varepsilon + \varepsilon)^{2m-4} |\nabla n_\varepsilon|^2 + C_2
\end{equation}

with $C_1, C_2 > 0$. We first consider the cases that $m > 2$ and $0 < m < 1$. Since it follows that $(m-1)(m-2) > 0$ and that if $m > 2$ then

\[ \kappa(m-1) \int_\Omega (n_\varepsilon + \varepsilon)^{m-2} n_\varepsilon - \mu(m-1) \int_\Omega (n_\varepsilon + \varepsilon)^{m-2} n_\varepsilon^2 \leq \kappa(m-1) \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} \]

and if $0 < m < 1$ then

\[ \kappa(m-1) \int_\Omega (n_\varepsilon + \varepsilon)^{m-2} n_\varepsilon - \mu(m-1) \int_\Omega (n_\varepsilon + \varepsilon)^{m-2} n_\varepsilon^2 \leq \mu(1-m) \int_\Omega (n_\varepsilon + \varepsilon)^m \leq C_3 \]

with some $C_3 = C_3(T) > 0$ (from Lemma 20.3.2), we infer from (20.3.2) that

\[ \frac{d}{dt} \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} + \frac{m(m-1)(m-2)}{2} \int_\Omega (n_\varepsilon + \varepsilon)^{2m-4} |\nabla n_\varepsilon|^2 \]

\[ \leq \kappa m - 1 \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} + C_4 \]

with some $C_4 = C_4(T) > 0$, and hence there exists a constant $C_5 = C_5(T) > 0$ such that for all $\varepsilon \in (0, 1)$, $\int_\Omega (n_\varepsilon + \varepsilon)^{m-1} \leq C_5$ on $(0, T)$ and $\int_\Omega (n_\varepsilon + \varepsilon)^{2m-4} |\nabla n_\varepsilon|^2 \leq C_5$. On the other hand, in the case that $1 < m < 2$, we see from (20.3.2) and (20.3.3) that

\[ \frac{d}{dt} \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} \geq \frac{m(m-1)(2-m)}{2} \int_\Omega (n_\varepsilon + \varepsilon)^{2m-4} |\nabla n_\varepsilon|^2 - C_6 \]

\[ - \mu(m-1) \int_\Omega (n_\varepsilon + \varepsilon)^m \]

with some $C_6 > 0$. Hence, noticing that $\int_\Omega (n_\varepsilon + \varepsilon)^{m-1} \leq (m-1) \int_\Omega (n_\varepsilon + 1) + (2 - m)|\Omega|$ and $(m-1)(2-m) > 0$, we derive from Lemmas 20.2.2 and 20.3.2 that

\[ \frac{m(m-1)(2-m)}{2} \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{2m-4} |\nabla n_\varepsilon|^2 \leq C_7 \]

with some $C_7 = C_7(T) > 0$. Finally, in the case that $m = 2$, Lemma 20.3.1 implies this lemma. \qed
The following time regularity of \((n_\varepsilon + \varepsilon)^\frac{m}{2}\) will be useful in applying a Lions–Aubin type lemma later.

**Lemma 20.3.4.** Let \(m > 0\) be such that \(m \neq 1\). Then for all \(T > 0\) there exists a constant \(C = C(T) > 0\) satisfying

\[ \|\partial_t (n_\varepsilon + \varepsilon)^\frac{m}{2}\|_{L^1(0,T;W_0^{2,4}(\Omega))} \leq C \quad \text{for all } \varepsilon \in (0,1). \]

**Proof.** Let \(T > 0\) and let \(\psi \in L^\infty(0,T;W_0^{2,4}(\Omega))\). The first equation in (20.2.1) and integration by parts yield that

\[
\int_0^T \int_\Omega (\partial_t (n_\varepsilon + \varepsilon)^\frac{m}{2}) \psi = - \int_0^T \int_\Omega \psi u_\varepsilon \cdot \nabla (n_\varepsilon + \varepsilon)^\frac{m}{2} \]
\[
- \frac{m^2}{m+1} (\frac{m}{2} - 1) \int_0^T \int_\Omega \psi \frac{\nabla (n_\varepsilon + \varepsilon)^\frac{m+1}{2}}{(n_\varepsilon + \varepsilon)^\frac{1}{2}} \cdot (n_\varepsilon + \varepsilon)^{-2} \nabla n_\varepsilon \]
\[
- \frac{m^2}{2} \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{m-\frac{3}{2}} \nabla n_\varepsilon \cdot (n_\varepsilon + \varepsilon)^\frac{m-3}{2} \nabla \psi \]
\[
+ \frac{m\chi}{m+1} (\frac{m}{2} - 1) \int_0^T \int_\Omega \frac{n_\varepsilon}{(1 + \varepsilon n_\varepsilon)(n_\varepsilon + \varepsilon)} \frac{\nabla (n_\varepsilon + \varepsilon)^\frac{m+1}{2}}{(n_\varepsilon + \varepsilon)^\frac{1}{2}} \cdot \nabla c_\varepsilon \]
\[
+ \frac{m\kappa}{2} \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^\frac{m}{2} - 1 n_\varepsilon \psi - \frac{m\mu}{2} \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^\frac{m}{2} - 1 n_\varepsilon^2 \psi.
\]

Then, noting from the Young inequality that

\[
\left| \int_0^T \int_\Omega \psi u_\varepsilon \cdot \nabla (n_\varepsilon + \varepsilon)^\frac{m}{2} \right| \leq \frac{\|\psi\|_{L^\infty(\Omega \times (0,T))}}{2} \left( \int_0^T \int_\Omega |u_\varepsilon|^2 + \int_0^T \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^\frac{m}{2}|^2 \right),
\]
\[
\left| \int_0^T \int_\Omega \psi \frac{\nabla (n_\varepsilon + \varepsilon)^\frac{m+1}{2}}{(n_\varepsilon + \varepsilon)^\frac{1}{2}} \cdot (n_\varepsilon + \varepsilon)^{-2} \nabla n_\varepsilon \right|
\]
\[
\leq \frac{\|\psi\|_{L^\infty(\Omega \times (0,T))}}{2} \int_0^T \int_\Omega \left( \frac{|\nabla (n_\varepsilon + \varepsilon)^\frac{m+1}{2}|^2}{n_\varepsilon} + \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{2m-4} |\nabla n_\varepsilon|^2 \right)
\]

and

\[
\left| \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{m-\frac{3}{2}} \nabla n_\varepsilon \cdot (n_\varepsilon + \varepsilon)^\frac{m-3}{2} \nabla \psi \right|
\]
\[
\leq \frac{\|\nabla \psi\|_{L^\infty(\Omega \times (0,T))}}{2} \left( \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{2m-3} |\nabla n_\varepsilon|^2 + \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{m-1} \right),
\]
\[
\left| \int_0^T \int_\Omega \frac{n_\varepsilon}{(1 + \varepsilon n_\varepsilon)(n_\varepsilon + \varepsilon)} \frac{\nabla (n_\varepsilon + \varepsilon)^\frac{m+1}{2}}{(n_\varepsilon + \varepsilon)^\frac{1}{2}} \cdot \nabla c_\varepsilon \right|
\]
\[
\leq \frac{\|\psi\|_{L^\infty(\Omega \times (0,T))}}{2} \left( \int_0^T \int_\Omega \frac{|\nabla (n_\varepsilon + \varepsilon)^\frac{m+1}{2}|^2}{n_\varepsilon} + \int_0^T \int_\Omega |\nabla c_\varepsilon|^2 \right).
\]
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as well as
\[
\left| \int_0^T \int_\Omega \left( n_\varepsilon + \varepsilon \right)^{m/2} \left( n_\varepsilon + \varepsilon \right)^{n/2} \nabla c_\varepsilon \cdot \nabla \psi \right| \leq \| \nabla \psi \|_{L^\infty(\Omega \times (0,T))} \left( \int_0^T \int_\Omega \left( n_\varepsilon + \varepsilon \right)^m + \int_0^T \int_\Omega |\nabla c_\varepsilon|^2 \right)
\]

with
\[
\left| \frac{mK}{2} \int_0^T \int_\Omega \left( n_\varepsilon + \varepsilon \right)^{m-1} n_\varepsilon \psi - \frac{m\mu}{2} \int_0^T \int_\Omega \left( n_\varepsilon + \varepsilon \right)^{m-1} n_\varepsilon^2 \psi \right| \leq \| \psi \|_{L^\infty(\Omega \times (0,T))} \left( \int_0^T \int_\Omega \left( n_\varepsilon + \varepsilon \right)^{\max\{m,2\}} + C_1 T \right)
\]

for some $C_1 > 0$ (from the fact that $\frac{m}{2} + 1 \leq \max\{m, 2\}$), we obtain from Lemmas 20.2.8, 20.3.1, 20.3.2 and 20.3.3 together with the continuous embedding $W_0^{2,4}(\Omega) \hookrightarrow W^{1,\infty}(\Omega)$ that
\[
\int_0^T \int_\Omega \left( \partial_t (n_\varepsilon + \varepsilon)^m \right) \psi \leq C_2 \| \psi \|_{L^\infty(0,T;W^{2,4}(\Omega))}
\]

with some $C_2 = C_2(T) > 0$. Therefore a standard duality argument enables us to see this lemma.

We also give the following lemma concerned with time regularities of $c_\varepsilon$ and $u_\varepsilon$.

**Lemma 20.3.5.** For all $T > 0$ there exists $C = C(T) > 0$ satisfying
\[
\| (c_\varepsilon)_t \|_{L^2(0,T;W_0^{1,2}(\Omega)^*)} \leq C \quad \text{and} \quad \| (u_\varepsilon)_t \|_{L^2(0,T;W^{1,3}(\Omega)^*)} \leq C \quad \text{for all } \varepsilon \in (0,1).
\]

**Proof.** This lemma can be proved from the same arguments as those in the proofs of [101, Lemmas 2.14 and 2.15].

Finally we give an estimate for $\nabla (n_\varepsilon + \varepsilon)^m$ to see convergence of $\int_0^T \int_\Omega \nabla (n_\varepsilon + \varepsilon)^m \cdot \nabla \varphi$ for all $\varphi \in C_0^\infty(\Omega \times [0,\infty))$.

**Lemma 20.3.6.** Let $m > 0$ be such that $m \neq 1$. Then for all $T > 0$ and all $r \in (1, \frac{4}{3}]$ there exists a constant $C = C(T) > 0$ such that
\[
\| \nabla (n_\varepsilon + \varepsilon)^m \|_{L^r(0,T;L^r(\Omega))} \leq C \quad \text{for all } \varepsilon \in (0,1).
\]

**Proof.** Let $r = \frac{4}{3}$. Since $\frac{r}{2-r} = 2$, the Young inequality yields
\[
\int_0^T \int_\Omega |\nabla (n_\varepsilon + \varepsilon)^m|^r = m^r \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{(m-1)r} |\nabla n_\varepsilon|^r \leq \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{\frac{2m^{r}}{2-r}} + C_1 \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{2m-3} |\nabla n_\varepsilon|^2 \leq \int_0^T \int_\Omega (n_\varepsilon + 1)^2 + C_1 \int_0^T \int_\Omega (n_\varepsilon + \varepsilon)^{2m-3} |\nabla n_\varepsilon|^2
\]

with some $C_1 > 0$. Therefore Lemmas 20.2.8 and 20.3.2 lead to this lemma. \[\square\]
20.4. Convergence: Proof of Theorem 20.1.1

In this section we consider convergence of solutions of approximate problem (20.2.1) and then prove Theorem 20.1.1. We first state the following result which can be obtained from the previous estimates in Section 20.3.

**Lemma 20.4.1.** There exist a sequence \((\varepsilon_j)_{j \in \mathbb{N}}\) such that \(\varepsilon_j \downarrow 0\) as \(j \to \infty\) and functions \(n, c, u\) such that

\[
\begin{align*}
n &\in L^2_{\text{loc}}([0, \infty); L^2(\Omega)), \\
c &\in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega)), \\
u &\in L^2_{\text{loc}}([0, \infty); W^{1,2}_{0,\sigma}(\Omega))
\end{align*}
\]

and that for all \(p \in [1, 6]\),

\[
\begin{align*}
(20.4.1) \quad & (n_\varepsilon + \varepsilon)^\frac{m}{2} \to n \quad \text{in } L^2_{\text{loc}}([0, \infty); L^p(\Omega)) \text{ and a.e. in } \Omega \times (0, \infty), \\
(20.4.2) \quad & n_\varepsilon \to n \quad \text{in } L^2_{\text{loc}}([0, \infty); L^2(\Omega)), \\
(20.4.3) \quad & c_\varepsilon \to c \quad \text{in } C^0_{\text{loc}}([0, \infty); L^p(\Omega)), \\
(20.4.4) \quad & u_\varepsilon \to u \quad \text{in } L^2_{\text{loc}}([0, \infty); L^p(\Omega)), \\
(20.4.5) \quad & \nabla c_\varepsilon \to \nabla c \quad \text{weakly in } L^4_{\text{loc}}([0, \infty); L^4(\Omega)), \\
(20.4.6) \quad & \nabla u_\varepsilon \to \nabla u \quad \text{weakly in } L^2_{\text{loc}}([0, \infty); L^2(\Omega)), \\
(20.4.7) \quad & Y_\varepsilon u_\varepsilon \to u \quad \text{in } L^p_{\text{loc}}([0, \infty); L^2(\Omega))
\end{align*}
\]

as \(\varepsilon = \varepsilon_j \downarrow 0\).

**Proof.** Let \(T > 0\). Thanks to Lemmas 20.3.1, 20.3.2 and 20.3.4, we have that

\[
\left( (n_\varepsilon + \varepsilon)^\frac{m}{2} \right)_{\varepsilon \in (0, 1)} \text{ is bounded in } L^2(0, T; W^{1,2}(\Omega))
\]

and

\[
\left( \partial_t (n_\varepsilon + \varepsilon)^\frac{m}{2} \right)_{\varepsilon \in (0, 1)} \text{ is bounded in } L^1(0, T; (W^{2,4}_{0,\sigma}(\Omega))^*)
\]

Therefore, aided by the compact embedding \(W^{1,2}(\Omega) \hookrightarrow L^p(\Omega)\) for all \(p \in [1, 6]\) and the continuous embedding \(L^p(\Omega) \hookrightarrow (W^{2,4}_{0,\sigma}(\Omega))^*\), we can see from a Lions–Aubin type lemma (see [161, Corollary 4]) that \((n_\varepsilon + \varepsilon)^\frac{m}{2}\) is relatively compact in \(L^2(0, T; L^p(\Omega))\), which means that there are a sequence \((\varepsilon_j)_{j \in \mathbb{N}} \downarrow 0\) and a function \(v \in L^2(0, T; L^p(\Omega))\) such that \((n_\varepsilon + \varepsilon)^\frac{m}{2} \to v\) in \(L^2(0, T; L^p(\Omega))\) as \(\varepsilon = \varepsilon_j \downarrow 0\). Then by putting \(n := v^\frac{2}{m}\) we have (20.4.1), which yields that \(n_\varepsilon \to n\) a.e. in \(\Omega \times (0, \infty)\) as \(\varepsilon = \varepsilon_j \downarrow 0\). The rest of the proof is mainly based on arguments in the proof of [101, Proposition 2.1]; thus we will give a short proof. Since a uniform bound on \(\int_0^T \int_\Omega \Phi(n_\varepsilon^2)\), where \(\Phi(s) := \frac{s}{2} \log(s)\) for \(s > 0\), derives from the Dunford–Pettis theorem (cf. [40, Lemma IV.8.9]) that \((n_\varepsilon^2)_{\varepsilon \in (0, 1)}\) is weakly relatively precompact in \(L^1(\Omega \times (0, T))\), we obtain that there is a subsequence of \((\varepsilon_j)_{j \in \mathbb{N}}\) such that \(\int_0^T \int_\Omega n_\varepsilon^2 \to \int_0^T \int_\Omega n^2\) as \(\varepsilon = \varepsilon_j \downarrow 0\). This together with the convergence \(n_\varepsilon \to n\) weakly in \(L^2(0, T; L^2(\Omega))\) as \(\varepsilon = \varepsilon_j \downarrow 0\) (from Lemma 20.2.8) yields that (20.4.2) along a further subsequence. On the other hand, by virtue of Lemmas 20.2.3, 20.2.8 and 20.3.5, we can establish that \((c_\varepsilon)_{\varepsilon \in (0, 1)}\) and \((u_\varepsilon)_{\varepsilon \in (0, 1)}\) are bounded in \(L^\infty(0, T; W^{1,2}(\Omega))\) and
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in \(L^2(0, T; (W^{1,2}_0(\Omega))^*)\), respectively, as well as \((u_{\varepsilon})_{\varepsilon \in (0, 1)}\) and \((u(t))_{t \in (0, 1)}\) are bounded in \(L^2(0, T; W^{1,2}_0(\Omega))\) and in \(L^2(0, T; (W^{1,3}(\Omega))^*)\), respectively. Thus [161, Corollary 4] again implies (20.4.3) and (20.4.4), and then Lemma 20.2.8 leads to the convergences (20.4.5) and (20.4.6) along a further subsequence. Finally, noticing that \(\|Y_{\varepsilon}u_{\varepsilon}(t) - u(t)\|_{L^2(\Omega)} \to 0\) as \(\varepsilon = \varepsilon_j \searrow 0\) a.e. \(t > 0\) and \(\|Y_{\varepsilon}u_{\varepsilon}(t) - u(t)\|_{L^2(\Omega)}^2 \leq C\) for all \(t > 0\) and all \(\varepsilon > 0\) in view of Lemma 20.2.8, we can establish from the dominated convergence theorem that (20.4.7) along a further subsequence.

We then provide convergence of \(\nabla(n_{\varepsilon} + \varepsilon)^m\) from Lemma 20.3.6.

**Lemma 20.4.2.** Let \(m > 0\) be such that \(m \neq 1\). Then the function \(n\) obtained in Lemma 20.4.1 satisfies that \(n^m \in L^{\frac{3}{4}}_{\text{loc}}([0, \infty); W^{1,\frac{4}{3}}(\Omega))\) and

\[
\nabla(n_{\varepsilon} + \varepsilon)^m \to \nabla n^m \quad \text{weakly in } L^{\frac{3}{4}}_{\text{loc}}([0, \infty); L^{\frac{4}{3}}(\Omega))
\]
as \(\varepsilon = \varepsilon_j \searrow 0\).

**Proof.** Let \(T > 0\). Since the Poincaré–Wirtinger inequality yields that

\[
\int_0^T \|(n_{\varepsilon} + \varepsilon)^m\|_{L^{\frac{3}{4}}(\Omega)}^\frac{4}{3} \leq C_1 \int_0^T \|\nabla(n_{\varepsilon} + \varepsilon)^m\|_{L^{\frac{4}{3}}(\Omega)}^\frac{4}{3} + C_1 |\Omega|^{-\frac{1}{3}} \int_0^T \|(n_{\varepsilon} + \varepsilon)^m\|_{L^1(\Omega)}^\frac{4}{3}
\]
with some \(C_1 > 0\), we first note from the Fatou lemma and Lemmas 20.3.2, 20.3.6 that

\[
\int_0^T \|n^m\|_{L^{\frac{3}{4}}(\Omega)}^\frac{4}{3} \leq \liminf_{\varepsilon \searrow 0} \int_0^T \|(n_{\varepsilon} + \varepsilon)^m\|_{L^{\frac{3}{4}}(\Omega)}^\frac{4}{3} \leq C_2
\]
with some \(C_2 = C_2(T) > 0\), which implies that \(n^m \in L^{\frac{3}{4}}(0, T; L^{\frac{4}{3}}(\Omega))\). We next have from Lemma 20.3.6 that there exist a subsequence of \((\varepsilon_j)_{j \in \mathbb{N}}\) obtained in Lemma 20.4.1 (again denoted by \((\varepsilon_j)_{j \in \mathbb{N}}\)) and a function \(w \in L^{\frac{3}{4}}(0, T; L^{\frac{4}{3}}(\Omega))\) such that

\[
\nabla(n_{\varepsilon} + \varepsilon)^m \to w \quad \text{weakly in } L^{\frac{3}{4}}(0, T; L^{\frac{4}{3}}(\Omega))
\]
as \(\varepsilon = \varepsilon_j \searrow 0\). In order to verify that \(w = \nabla n^m\), it is enough to confirm that \((n_{\varepsilon} + \varepsilon)^m \to n^m\) in \(L^1(0, T; L^1(\Omega))\) as \(\varepsilon = \varepsilon_j \searrow 0\). Now, since we have already known that \((n_{\varepsilon} + \varepsilon)^m\) is uniform integrable (from Lemma 20.3.2) and \((n_{\varepsilon} + \varepsilon)^m \to n^m\) a.e. in \(\Omega \times (0, \infty)\) as \(\varepsilon = \varepsilon_j \searrow 0\), the Vitali convergence theorem entails that \((n_{\varepsilon} + \varepsilon)^m \to n^m\) in \(L^1(0, T; L^1(\Omega))\) as \(\varepsilon = \varepsilon_j \searrow 0\). Thanks to this strong convergence, we can verify that \(w = \nabla n^m\), which together with \(w \in L^{\frac{3}{4}}(0, T; L^{\frac{4}{3}}(\Omega))\) shows that \(n^m \in L^{\frac{3}{4}}(0, T; W^{1,\frac{4}{3}}(\Omega))\).

We will establish global existence of weak solutions to (20.1.1) from convergences obtained in Lemmas 20.4.1 and 20.4.2.

**Proof of Theorem 20.1.1.** Let \(\varphi \in C_0^\infty(\overline{\Omega} \times [0, \infty))\) and \(\psi \in C_0^\infty(\Omega \times [0, \infty))\). Testing each equations in (20.2.1) by these functions and using integration by parts, we can see
that

\begin{align*}
(20.4.8) & \quad -\int_0^\infty \int_\Omega n_\varepsilon \varphi_t - \int_\Omega n_0 \varphi(\cdot,0) - \int_0^\infty \int_\Omega n_\varepsilon u_\varepsilon \cdot \nabla \varphi \\
& \quad = -\int_0^\infty \int_\Omega \nabla (n_\varepsilon + \varepsilon)^m \cdot \nabla \varphi + \chi \int_0^\infty \int_\Omega \frac{n_\varepsilon}{1 + \varepsilon n_\varepsilon} \nabla c_\varepsilon \cdot \nabla \varphi \\
& \quad \quad + \int_0^\infty \int_\Omega (\kappa n_\varepsilon - \mu n_\varepsilon^2) \varphi,
\end{align*}

\begin{align*}
(20.4.9) & \quad -\int_0^\infty \int_\Omega c_\varepsilon \varphi_t - \int_\Omega c_0 \varphi(\cdot,0) - \int_0^\infty \int_\Omega c_\varepsilon u_\varepsilon \cdot \nabla \varphi \\
& \quad = -\int_0^\infty \int_\Omega \nabla c_\varepsilon \cdot \nabla \varphi - \int_0^\infty \int_\Omega \frac{1}{\varepsilon} (\log(1 + \varepsilon n_\varepsilon)) c_\varepsilon \varphi,
\end{align*}

\begin{align*}
(20.4.10) & \quad -\int_0^\infty \int_\Omega u_\varepsilon \cdot \psi_t - \int_\Omega u_0 \cdot \psi(\cdot,0) - \int_0^\infty \int_\Omega Y \psi u_\varepsilon \otimes u_\varepsilon \cdot \nabla \psi \\
& \quad = -\int_0^\infty \int_\Omega \nabla u_\varepsilon \cdot \nabla \psi + \int_0^\infty \int_\Omega n_\varepsilon \nabla \varphi \cdot \psi
\end{align*}

hold. Now, since the dominated convergence theorem enables us to have \(\frac{1}{1 + \varepsilon n_\varepsilon} \to 1\) in \(L^1_{\text{loc}}([0,\infty); L^4(\Omega))\) as \(\varepsilon = \varepsilon_j \searrow 0\), the convergences of \(n_\varepsilon\) in \(L^2_{\text{loc}}([0,\infty); L^2(\Omega))\) and \(\nabla c_\varepsilon\) weakly in \(L^4_{\text{loc}}([0,\infty); L^4(\Omega))\) (see Lemma 20.4.1) derive

\begin{equation}
(20.4.11) \quad \frac{n_\varepsilon}{1 + \varepsilon n_\varepsilon} \nabla c_\varepsilon = n_\varepsilon \cdot \frac{1}{1 + \varepsilon n_\varepsilon} \nabla c_\varepsilon \to n \nabla c \quad \text{weakly in } L^1_{\text{loc}}([0,\infty); L^1(\Omega))
\end{equation}

as \(\varepsilon = \varepsilon_j \searrow 0\). On the other hand, to confirm convergence of \(\frac{1}{\varepsilon} (\log(1 + \varepsilon n_\varepsilon)) c_\varepsilon\) in \(L^1_{\text{loc}}([0,\infty); L^1(\Omega))\) we shall show that \(f_\varepsilon(n_\varepsilon) \to n\) in \(L^2_{\text{loc}}([0,\infty); L^2(\Omega))\) as \(\varepsilon = \varepsilon_j \searrow 0\), where \(f_\varepsilon(s) := \frac{1}{\varepsilon} \log(1 + \varepsilon s)\) for \(s \geq 0\). Noticing from (20.4.2) that \(|f_\varepsilon(n) - n|^2 \to 0\) a.e. in \(\Omega \times (0,T)\) as \(\varepsilon = \varepsilon_j \searrow 0\) and from the inequality \(f_\varepsilon(s) \leq s (s \geq 0)\) that \(|f_\varepsilon(n) - n|^2 \leq 2n^2\), we deduce from the dominated convergence theorem that for all \(T > 0\),

\[\|f_\varepsilon(n) - n\|_{L^2(0,T; L^2(\Omega))} = \int_0^T \int_\Omega |f_\varepsilon(n) - n|^2 \to 0\]

as \(\varepsilon = \varepsilon_j \searrow 0\). Therefore we can see from the inequality \(0 < f_\varepsilon'(s) = \frac{1}{1 + \varepsilon s} \leq 1\) and (20.4.2) that for all \(T > 0\),

\[\|f_\varepsilon(n) - n\|_{L^2(0,T; L^2(\Omega))} \leq \|f_\varepsilon(n) - f_\varepsilon(n)\|_{L^2(0,T; L^2(\Omega))} + \|f_\varepsilon(n) - n\|_{L^2(0,T; L^2(\Omega))} + \|f_\varepsilon(n) - n\|_{L^2(0,T; L^2(\Omega))} \to 0\]

as \(\varepsilon = \varepsilon_j \searrow 0\). This together with (20.4.3) enables us to obtain that

\begin{equation}
(20.4.12) \quad \frac{1}{\varepsilon} (\log(1 + \varepsilon n_\varepsilon)) c_\varepsilon = f_\varepsilon(n_\varepsilon)c_\varepsilon \to nc \quad \text{in } L^1_{\text{loc}}([0,\infty); L^1(\Omega))
\end{equation}

as \(\varepsilon = \varepsilon_j \searrow 0\). Then all convergences in Lemmas 20.4.1, 20.4.2 as well as (20.4.11), (20.4.12) make sure to pass to the limit in all integrals in (20.4.8)–(20.4.10), which means that the triplet \((n,c,u)\) is a global weak solution of (20.1.1). \(\square\)
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